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ABSTRACT 

The first step in treating a disease is identifying and predicting it in patients. In the area of at-risk patient detection, 
we evaluate machine learning algorithms and identify important variables in the data that lead to this disease. To 
match with the other sectors, there is a large amount of data in the health sector that could be used to deal with 
various illnesses. One of the rising health concerns is cardiovascular disease that can be effectively treated if it is 
detected early on. The use of ML algorithms is essential for this purpose. The different algorithms for machine 
learning, as well as the various features that can be used to train these algorithms for cardiovascular detection, have 
all been discussed. In our survey questionnaire analysis, we have demonstrated that automated identification 
mechanisms for patients at risk of diabetes and cardiovascular diseases can be built using machine learning models. 
Additionally, we also identify key contributors to the prediction, which can be further investigated for their possible 
consequences on electronic health records. 
Keywords: Cardiovascular, Cardiovascular Detection, Machine Learning (ML), Feature learning; Health analytics 
 

INTRODUCTION 

The health industry requires assistance to address a variety of concerns. A health-care system can assist this industry 
in improving its performance and assisting people in resolving health-related concerns. Cardiovascular disease is 
one of the most deadly diseases nowadays. This sickness is fairly common among people, and it can even affect 
children. This condition is extremely hazardous and can result in death. This disease is discovered through a person's 
blood test. If a person's blood sugar level is higher than usual, he is labeled a cardiovascular patient. 
With the passage of time, the number of cardiovascular patients continues to rise. According to experts (Dinh et al., 
2019; Kilic, 2020), the number of cardiovascular patients will rise by 55 percent by 2035, with one death due to 
cardiovascular disease occurring every six to ten seconds. Cardiovascular mellitus is a complex type of severe 
disease that can be caused by insulin resistance (Varma et al., 2014). The discovery of an anti-diabetic medicine is 
currently a major issue (Sakurai et al., 2002). There is a vast quantity of information available about this condition 
and its patients. This information must be used for the benefit of cardiovascular patients. Machine learning (ML) is 
increasingly being used in a variety of industries to solve problems. Researchers (Vadlamudi, 2019) employed 
machine learning algorithms to anticipate stock market prices. These algorithms can also be applied to the medical 
field. These algorithms, for example, were utilized by researchers (Finkelstein &CheolJeong, 2017) to predict 
asthma at an early stage. According to researchers (Paruchuri, 2018), the health-care industry collects a large amount 
of data about patients. This information must be utilized effectively. They used this data collection to detect 
cardiovascular disease. 
The goal of this literature review is to emphasize the importance of cardiovascular disease early detection. Machine 
learning's usefulness in this area will also be highlighted. We'll go over the many characteristics and machine 
learning techniques that can be used to diagnose cardiovascular disease. The literature review is organized as 
follows: part two contains the methodology, section three contains the Research Questions, section four contains the 
search process, section five contains the results and discussion, and section six provides the conclusion. 
For this literature study, we've devised two research questions. In the result and discussion section, these RQs will 
be discussed in depth. 
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RQ 1: Why is machine learning necessary for early detection of cardiovascular disease and what are the various 
attributes that can be used to accomplish this?  
RQ 2: What are the various machine learning algorithms that can be used for cardiovascular prediction or detection? 
We conducted a search to compile the most pertinent papers on the subject. Our search procedure consisted of 
several steps. The first step was to eliminate papers with irrelevant titles. The second step was to eliminate papers 
with irrelevant abstracts. The remaining papers were thoroughly examined in the third step, and based on their 
complete content, we excluded those whose content was not relevant to our topic. 
In different databases such as the IEEE, ACM, and other similar ones, there are a large number of papers that can be 
found. It is necessary to establish criteria for selecting papers that meet the requirements. The criteria that we used 
for including papers was based on the language of the paper and its complete availability; that is, only papers that 
were completely available and whose language was English were included, and the rest of the papers were excluded. 
In this study, the content of the papers was taken into consideration when determining the overall quality of the 
papers. When a paper has a strong content presentation, it is referred to as a good quality paper. 

DATA MINING AND MODELING: DATASET PREPROCESSING 

First, data mining methods and techniques are used to prepare raw patient records for training and testing machine 
learning models. Before preprocessing, raw patient data was extracted from the database. Any undecipherable values 
from the database were converted to null representations during the preprocessing stage. 
The goal in developing a data-driven model was to extract all possible variables from the raw NHANES dataset. The 
data was checked for its continuity and accessibility across various categories and years. This was important, as 
NHANES has a large set of datasets with variable categorizations on an annual cycle. Missing data was found to be 
the result of conditioning question responses on previous questions (such as age, gender, or pregnancy status). In 
addition, inconsistent data collection by NHANES caused discontinuities in the data. Other names were used during 
various cycles. Based on the manual analysis, variable names were recoded. 189 of approximately 3900 variables 
from the NHANES database could be used continuously across all cycles of the NHANES database, from 1999 to 
2014. The dataset was analyzed for missing values, and any that had more than 50% of the values missing were 
excluded. This caused a further reduction in variables to 123 for the 1999-2014 cycle. 
It was decided to use the CVD dataset from 2007 to 2014 because this timeframe allowed for the greatest number of 
variables to be collected (131). The physical activity variables included in the dataset, which are considered 
important risk factors for cardiovascular disease, were specifically chosen for inclusion in the study (Powell et al., 
1987). Each dataset was further subdivided into two categories: laboratory (which contains laboratory results) and 
no laboratory (which contains only survey data). Laboratory results were any feature variables in the dataset that 
were derived from blood or urine tests, regardless of how they were obtained. Because the data has been reclassified 
into these groups, it is possible to analyze the performance of machine learning models in cases where laboratory 
results are not available for patients, which allows for the identification of at-risk patients based solely on a survey 
questionnaire. 
Figure 1 depicts the flow of information from raw data to the development of predictive models and the evaluation 
of those models in order to determine the likelihood that a subject will develop diabetes or cardiovascular disease. 
Three distinct stages of operation are involved in the pipeline's operation: 1) data mining and modeling, 2) model 
development, and 3) model evaluation. 

 
Figure 1: Pipeline for Model Development and Evaluation. A flow chart depicting the process of data processing 
and model development (Dinh et al., 2019) 
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RESULT AND DISCUSSION 

CVD prediction the detection of cardiovascular disease at-risk patients was approximately equal in all models, such 
as logistic regression, will give comparable results. The imbalanced data, with zero-labeled and one-labeled samples 
at 7,012 and 1,447 respectively, contributes to this being partly the result of a lack of a large number of observations 
in the data. Since there are many training examples, but only limited computational resources, simple models like 
Logistic Regression are preferable when applying ensemble models (WEM, RFC, and XGBoost). At 0.7% increase 
in expected results, models based on lab variables don't show any significant performance gain. A predictive model 
based on survey data only could be used to help determine if a patient has cardiovascular disease. The main features 
of non-laboratory data are age, diastolic and systolic blood pressure, self-reported greatest weight, chest pain, 
alcohol consumption, and family history of heart attacks. Alcohol, heart disease, and chest pain have all been 
associated with each other in previous studies (Nilsson et al., 2003; Britton & McKee, 2000; Friedlander et al., 
1998). Lloyd-Jones et al. (2006) conducted a study that showed that patients' age is a critical risk factor that our 
models also identify. Many feature importance variables, such as demographics, diet, and physical characteristics, 
are common across diabetes and cardiovascular patients. The study conducted by Stamler et al. (1993) identified 
factors such as age stratum, ethnicity, and diabetes as critical contributors to cardiovascular disease. The laboratory-
based data analysis suggests age, LDL and HDL cholesterol, chest pain, diastolic and systolic blood pressure, self-
reported greatest weight, calorie intake, and family history of cardiovascular problems as important factors. Previous 
research shows that LDL and HDL cholesterol are risk factors for cardiovascular diseases (Shepherd et al., 2006; 
Gordon et al., 1989). Segmented neutrophils, monocyte, lymphocyte, and eosinophilic counts are important in this 
classification model. Similarly, results that are not measured in a laboratory have reappeared on the list of factors to 
focus on. 
Cardiovascular disease is one of the most common diseases that affects people in different parts of the world. The 
World Health Organization (WHO) is also conducting research in order to determine the most effective treatment 
for this disease (Vadlamudi, 2018). With technological advancements, it is vital to leverage technology in the health 
industry to address the issue of cardiovascular disease. Obviously, this will not totally cure the problem, but early 
detection of cardiovascular disease will aid in the treatment of cardiovascular disease. Machine learning (ML) offers 
a variety of algorithms that may be used to make predictions. The main goal of machine learning is to make 
computers capable of learning from their past experiences and making predictions (Wilson &Keil, 2001; Kaur et al., 
2017). Machine learning can be used in a variety of fields, including search engines, traffic management, gaming, 
email screening, and disease prediction, to name a few (Jordan & Mitchell, 2015; Sattigeri et al., 2014; Li 
&Arandjelovic, 2017). ML is now being used in the health sector for a variety of objectives. These include liver 
disease diagnostics, risk assessment, and cancer classification (Libbrecht& Noble, 2015; Kourou et al., 2015). The 
study employed the SVM machine learning method to diagnose liver disease (Hashem &Mabrouk, 2014). 
The algorithms of machine learning are usually divided into three types (Paruchuri, 2019). There are three types of 
learning: supervised, unsupervised, and reinforced. A logistic model for the prediction of cardiovascular disease was 
created by researchers (Bagherzadeh-Khiabani et al., 2016). They looked for the most appropriate predictive features 
for this. The higher the accuracy, the more accurate the predictive features are. The random forest was employed by 
researchers (Robnik-ikonja&Kononenko, 2003) to determine the best cardiovascular prognostic features. 
Researchers utilize machine learning to classify cardiovascular diseases (Roychowdhury et al., 2013). 
The development of any diagnosis software in the healthcare sector necessitates the software's ability to forecast 
outcomes. Cardiovascular disease is a condition that can affect a patient's entire body (Kaur et al., 2012). 
Researchers (Lloyd-Jones et al., 2006) employed machine learning algorithms to detect eye problems induced by 
cardiovascular illness. Predicting or detecting these diseases at an early stage is critical.  
RQ 1: Why is machine learning necessary for early detection of cardiovascular disease and what are the various 
attributes that can be used to accomplish this?  
There is an enormous amount of data available in almost every industry. Because this information is collected 
electronically, it is simple to apply machine learning algorithms for a variety of purposes. Manual record-keeping is 
nearly complete in each sector, with the exception of public utilities. Because the use of databases and computers 
makes it simple to manage and collect data, they are becoming increasingly popular. As a result, each industry 
generates a large amount of data, which can then be used to perform various tasks such as prediction and detection 
using machine learning. One of the most pressing issues in the health sector is the early detection of cardiovascular 
disease so that doctors can begin treating patients as soon as possible. The data set available in the hospitals can be 
used to train the machine learning algorithms used for this purpose. Researchers (Paruchuri, 2018) used machine 
learning algorithms to detect Predictable Cardiovascular Disease in its early stages. This is the most common type of 
cardiovascular disease, with this type of cardiovascular disease accounting for 90 percent of all cardiovascular 
disease patients. Various researchers have used machine learning to detect cardiovascular disease at an early stage in 
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order to prevent the various issues that can arise as a result of cardiovascular disease (Paruchuri et al., 2021). It is 
essential to predict cardiovascular disease early on in order to begin treatment as soon as possible. It is necessary to 
check the medical records and health information of the individuals in order to accomplish this, which is extremely 
time consuming if done manually. The traditional methods of dealing with a large amount of data are ineffective in 
this situation (Ahmed et al., 2021; Paruchuri, 2021). As a result, it is necessary to employ the ML for this purpose. 
When it comes to training machine learning algorithms, selecting the most appropriate features can be difficult. 
Because it consumes less time and produces more accurate predictions, using the most accurate features for training 
can be advantageous in terms of both time and accuracy (Vadlamudi, 2021). There are several characteristics or 
characteristics that are used by scientists in the training and detection of cardiovascular diseases, which are listed 
below. 
RQ 2: What are the various machine learning algorithms that can be used for cardiovascular prediction or detection? 
Machine learning has made a variety of tasks in a variety of industries much more straightforward. The algorithms 
of machine learning (ML) can be used to deal with the problem of cardiovascular detection and prediction. When it 
comes to the classification of cardiovascular diseases, researchers (Dinh et al., 2019) used genetic programming. In 
the health sector, models that aid in the prediction or assessment of risk are very popular. For their research, 
researchers (Paruchuri, 2019) used machine learning approaches. ML has been used by a number of researchers to 
detect cardiovascular disease (Amin &Vadlamudi, 2021; Vadlamudi et al., 2021). The following are some of the 
most popular machine learning algorithms that are used for detecting cardiovascular diseases. 
The steps that can be taken in order to obtain a prediction result from any of these machine learning algorithms are 
depicted in the diagram below. 

 
Figure 1: Algorithm Training 

Logistic Regression: This algorithm was used by researchers (Dinh et al., 2019) to predict the cardiovascular 
system's performance. They made modifications to this algorithm in order to improve its accuracy. The previous 
accuracy rate was 79 percent, and they increased it to 90.4 percent as a result of their efforts. 
Random Forest: The researchers (Britton & McKee, 2000) used random forest to identify the type of cardiovascular 
disease that was being investigated. Ganapathy and colleagues (Ganapathy et al., 2020) have also used this 
algorithm and compared it to other machine learning methods. Based on their findings, they declared that this 
algorithm was a superior algorithm for cardiovascular detection. 
SVM: According to researchers (Dinh et al., 2019), the number of cardiovascular patients is increasing all the time. 
It is necessary to use an automated way for detecting the cardiovascular. In order to accomplish this, they used this 
algorithm. This algorithm was developed by researchers (Paruchuri, 2020) for the purpose of early detection of eye 
disease caused by cardiovascular disease. 
This algorithm is used by the researchers (Azad et al., 2021) as a novel approach for predicting the cardiovascular 
system at an early stage of the disease. They created a web-based interface that displays the prediction based on 
various input values, such as age, insulin level, and so on. 
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ANALYTIC REPORT  

AI in the health care industry is projected to grow from $2.1 billion to $36.1 billion by 2025 (Kilic, 2020). In 
addition, the cardiovascular health care arena will also be affected. In this review, numerous potential applications of 
AI and ML to cardiovascular medicine and surgery are highlighted. Risk modeling has played a vital role in both the 
NCDR and STS as well as other similar cardiovascular data registries for decades. While there is much promise for 
ML in the cardiovascular realm, due to several criteria, there is a need to be cautiously optimistic. Accuracy is most 
important. In particular situations, people's tolerance for inaccurate information may vary. Tumors in the chest, such 
as tension pneumothorax, may present life-threatening dangers when seen on chest roentgenograms. In these 
scenarios, an algorithm with a higher false-positive rate is more appropriate than one with a lower false-negative 
rate. Missing a frequent event for the sake of higher accuracy will generally be more acceptable than dealing with a 
less frequent event. 
Also, the reference standard by which the ML model is compared is crucial. On imaging interpretation, the public 
may be hesitant to trust ML centers if they believe these technologies are designed to fully replace the human aspect 
of interpretation. It is more likely than this: Radiologists and cardiologists use the technology to triage scans, 
supplementing rather than replacing them. Other examples where ML could supplement, rather than replace, 
existing methods include natural language processing—for example, where ML algorithms can alert a physician to 
the electronic medical record containing possible treatment avenues. Predictive analytics may include ML in which 
certain subsets of patients and events may be more accurately predicted by machine learning and other traditional 
approaches. Some ML algorithms have also been described as a “black box” where the details of the model are 
unknown. It raises the question of how physicians can modify certain risk factors in patients without knowing what 
is impacting their outcome. Some ML algorithms, such as XGBoost, display the relative importance of variables in 
predicting a particular outcome. It resembles a logistic regression model with regard to individual risk factors and 
their predictive importance. 
There are ethical issues that would need to be addressed before ML can be widely implemented in clinical practice. 
Privacy is an ethical issue. Human immunodeficiency virus (HIV) status, intravenous drug use, and smoking history 
can all potentially be inferred by ML algorithms when a patient does not reveal these personal health details. These 
factors could potentially impact treatment recommendations against specific patient populations based on machine 
learning. If a black box ML algorithm sheds very little insight into its individual predictive factors, then this 
algorithm could systematically bias recommendations for certain patient groups. The value of ML models, in clinical 
practice, requires continual evaluation. For instance, to make sure that the ML algorithm's mistakes don't harm 
patients, safety monitoring could be utilized. Standard of care can be compared to ML-supported care in a clinical 
trial format where an ML algorithm is implemented. 

CONCLUSION 

To summarize, the application of machine learning to health care is currently in an exciting stage. This is a bit of a 
"blank canvas," and the specifics of how this technology will be used and implemented in clinical practice will have 
to be determined in the future. Previous studies have found that a variety of machine learning techniques can be used 
to interpret medical imaging in an automated manner, to process electronic medical records, and provide predictive 
models. Despite the fact that science is progressing at an exponential rate, translating that science into actual practice 
will necessitate careful deliberation among a wide range of stakeholders. Overall, the goal will be to employ this 
technology in order to provide more informed and effective care while also doing so in a more efficient and cost-
effective manner. 
Cardiovascular disease is on the rise in both developed and developing countries, and it is expected to continue to 
rise. The development of an effective solution to deal with this disease is urgently required. The healthcare sector 
can use machine learning to detect this disease early on, allowing doctors to assist the patient in recovering from the 
disease. This disease can also be the cause of a variety of other diseases, which can also be detected using ML. In 
order to deal with the growing epidemic of the disease in the modern era, it is necessary to employ modern tools. 
It also investigates the utility of such models in detecting patients with cardiovascular disease in survey datasets,  
which is the focus of this paper. As demonstrated in our analysis, machine-learned models are capable of detecting 
the aforementioned diseases in patients with high accuracy. It is possible that such a model will find real-world 
application in the form of a web-based tool, in which a survey questionnaire will be used to assess the disease risk of 
participants. Depending on their results, the participants can choose to have a more thorough physical examination 
with a doctor. As part of our future efforts, we intend to investigate the effectiveness of variables found in electronic 
health records in order to develop more accurate models. 
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