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Abstract 

Histogram estimation designs for evaluating sampled data have recently gained popularity 

and have found several applications in image processing, communications, computer 

vision, and pattern recognition, among other fields. As part of this study, the suggested 

histogram estimation architecture is utilised to count the bin values. Additionally, the 

architecture is implemented on an Application Specific Integrated Circuit (ASIC) platform 

and also on an FPGA platform to demonstrate its functionality (FPGA). Through the use of 

MATLAB, the input 8x8 picture is translated into binary samples, and these values are 

then passed on to the input of the verilog code. It is the modelsim programme that is used 

to generate the simulation results for the suggested design. For the 8x8 image, we evaluate 

the performances of both existing and proposed architectures, and to obtain the 

performance of ASIC, the architectures are implemented in cadence encounter using 

180nm technology. The percentage reduction of area power and delay is 17.6 percent, 32 

percent, and 18 percent, respectively for the existing and proposed architectures. In 

addition, the virtex-6 device reduces the consumption of lookup tables, slice registers, and 

the amount of flipflops per unit of time. 

Optimal Bin Counter, Application Specific Integrated Chip, Field Programmable Gate 

Array, Dual port Read Only Memory, Histogram estimate are some of the terms used in 

this paper. 

1. Introduction 

It is becoming more relevant in different applications such as image processing, medical 

imaging, pattern recognition, and machine learning to evaluate probability density 

functions (PDFs) based on sampling statistics [1, 2]. When constructing an estimate of the 

density function from the observed data samples [2, one of the essential ideas in statistics 

is PDF, which is one of the most fundamental notions in statistics. In general, PDF 

estimate approaches may be divided into two types: nonparametric methods and parametric 

methods [3, which are discussed below]. There are many different kinds of density 
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functional forms that may be studied using nonparametric techniques. When the PDF 

nature is unknown or shifting parametric models are used, the precision of the results 

might be unfruitful [4]. 

Adobe PDFs have a wide variety of applications in a wide range of fields, including image 

processing, machine learning, and communications. Both histogram estimation and kernel 

estimation function [5] are nonparametric approaches that may be divided into two types. 

A stepwise response is provided by the former estimator, which produces continually 

quantized approximates of the real PDF [6]. 

A histogram is a graphical depiction of the distribution of data that has been sampled. In 

image processing, the histogram offers a number of benefits, notably in that it may be used 

to improve the contrast of an image and to choose the appropriate threshold value for 

thresholding an image [7]. In this research, an architecture for nonparametric PDF 

assessment is provided, which is based on the histogram-based technique. Although 

histogram estimation techniques are often displayed using simulation tools such as 

MATALB, it is not viable to implement the architecture for histogram creation [8]. The 

architecture makes use of the many resources available on today's FPGAs while 

maintaining a highly parallelized and pipelined design environment. When working with 

sampled data, it is capable of doing real-time assessment at greater rates while extracting a 

range of statistical features [9]. 

 

The following is how the work will be organised. Section 2 discusses related work on 

conventional histogram architectures based on FPGAs, which includes FPGA-based 

conventional histogram designs. Section 3 provides an introduction and explanation of the 

intended work. Section 4 demonstrates how to conduct a performance study of designs. 

Section 5 concludes with a discussion of the future scope of the project. 

2. Related works 

In this research [10], a histogram estimation architecture was built to compute the 

histogram for any grayscale picture with the use of MATLAB, and the architecture was 

then implemented in both FPGA and PSoC hardware, as well as in a variety of other 

platforms. The architecture is composed of two primary modules: the first is responsible 

for the creation of the histogram, and the second is responsible for displaying the 

histogram bin structure on the screen. It is possible to increase the hardware resource 

consumption of histogram estimation of grayscale pictures by using two independent 

modules in an FPGA implementation, for example. 
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Using FPGAs to implement computer vision application algorithms, we investigated the 

architectures utilised to create histogram estimates for histogram estimations in this study 

[11]. A number of simplification designs for the oriented gradient algorithm were 

discussed in the study, which aimed to improve overall performance by reducing design 

complexity and increasing design speed. Last but not least, the author offered three design 

principles for FPGA-based oriented gradient implementation for a wide range of 

applications. Nonetheless, while the hardware implementation of FPGAs, notably for the 

virtex-6 device, is more complex, the accuracy of histogram estimate is high. 

Using this work [12], the author demonstrated an architecture for speeding up the process 

of histogram estimation. In particular, the ability to detect quick facial identification even 

when the picture changes suddenly owing to ambient temperature is a significant benefit of 

this approach. As a result of the implementation on the Zynq Z-7020 FPGA, the designs 

need a somewhat larger amount of space than the previous versions. 

3. Proposed Histogram Architecture 

  

 

 

Figure 1. Proposed Histogram Architecture Process  

 

FIGURE 1 depicts the proposed histogram architecture, which is comprised of the 

memory bank selection, Dual Port ROM, memory bank selector, and counters. The 

procedure of estimating the histogram of 64 samples is detailed in detail in this section. To 

begin, a MATLAB script is used to read an input picture of size 8x8 that comprises 64 

samples in order to assess the histogram estimation procedure. Through the use of the 

"dec2bin" function, the pixel values of the picture are converted into binary data.. For 
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evaluation of the histogram estimation process on the hardware platform, the converted 

binary data comprises 8 bits of data saved in a text file sent to the hardware platform. 

The 16 pixel sample values are depicted in figure 2. 

 

00000001 00000100 00000000 00000001 

00000111 00000110 00000110 00001001 

00000101 00000111 00000011 00000101 

00000101 00000111 00000011 00001111 

    

Figure 2. Input values of image 

 

The FPGA platform is used to perform the histogram estimation method for 64 

samples. The counter in this block diagram is created in such a manner that it counts pixel 

values ranging from 0 to 63, as shown in the figure. 

The samples are sent to the dual port ROM, which runs the pattern process based 

on the least significant values determined by the counter. Table 1 contains the values for 

the pattern values. 

Table 1. Pattern values 

Address Pattern 

0 111111…......1111111 

1 011111……..1111111 

2 001111…......1111111 

3 000111……..1111111 

4 000011……..1111111 

. . 

. . 

. . 

254 000000……..0000011 

255 000000……..0000001 

                                           

Initially, dual port ROM executes the pattern values of 16sample[0] and 

16sample[1], where the memory values of these samples are 1 and 7 respectively. The 

output values of dual port ROM are given in equation 2 and equation 3.  

111111.......11111__]0[16 outMdualportROsample
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                                      (2) 

                                      (3) 

According to the clock signal pattern process is executed for all the samples. The 

output of dual port ROM is fed to the optimal bin counter which is used to count the 

number of one’s appear in the 256 bit values.  

 

4. Results and Discussion  

This section discusses the performance analysis of existing and planned histogram 

estimation designs, as well as their advantages and disadvantages. Figures 3 and 4 depict 

the input picture and the sample values that correspond to it, respectively, in this example. 

The two designs are designed for an 8x8 picture size with 64 samples, which is the size of 

the two architectures. Modelsim 10.3 is used to simulate existing and new histogram 

structures in order to examine the result of the histogram estimation algorithm. As shown 

in Table 2, the performance of FPGA is obtained from cadence encounter using 180nm 

technology, while the performance of ASIC is obtained from cadence encounter using the 

same technology. The architectures are also implemented in Xilinx ISE 14.5 to obtain the 

performance of FPGA such as look up tables, slice registers, lookup table flip-flop pairs, 

and frequency, while the performance of ASIC is obtained from cadence encounter using 

180nm technology.  

 

Figure 3. 8x8 input image 

00000001 

00000111 

00000101 

00000101 

00000100 

00000110 

111111.......01111__]1[16 outMdualportROsample
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Figure 4.  sample values 

  

 

Table 2. Performance analysis of ASIC using 180 nm technology 

 

Architecture Area 

(um
2
) 

Power 

(W) 

Delay 

(ps) 

APP 

(um
2
×W) 

ADP 

(um
2
×ps) 

Existed 

Architecture_64 

Samples 

1472301.5 6.24 242 9187161.36 356296963 

Proposed 

Architecture_64 

Samples 

1212868 4.87 198 5906667.16 240147864 

 

 

Table 3. Percentage of ASIC performance reduction by Proposed Architecture 

 

Parameters Percentage of reduction by 

Proposed Architecture 

Area 17.6% 

Power 32% 

Delay 18% 

Table 3 shows the amount of percentage reduction achieved by the proposed histogram 

estimation architecture, and Table 4 shows the performance analysis of the Xilinx Virtex-6 

FPGA device. Table 3: Amount of percentage reduction achieved by suggested histogram 

estimation architecture 

 

Table 4. Performance analysis of FPGA using Virtex 6 device 

FPGA performances Total resources Occupied resources % of utilization 

Existed Proposed BHE MHE 

 slice registers 93120 1062 1062 1% 1% 
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              slice LUTs 46560 11974 1672 25% 3% 

       fully used LUT-FF pairs 12500 536 601 4% 4% 

Frequency 156 8 8 5% 5% 

 

 . The operation speed is high and delay is less for the MHE architecture due to the 

higher operating frequency i.e., 112.335MHz. 

 

Figure 5. RTL Schematic of Histogram estimation 

 

Figure 6. Histogram estimation simulation output 
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Figure 5 and 6 shows the RTL schematic and Simulation results of proposed histogram 

estimation structure respectively. 

5. Conclusion  

It is shown in this paper that the proposed histogram architecture can be utilised to 

accurately simulate the histogram of an 8x8 grayscale picture. It is possible to increase the 

performance of histogram estimation by using a dual port ROM as well as a carry select 

adder. When compared to the existing histogram design, the suggested architecture only 

requires a single dual port ROM to hold both the old and new samples, while the existing 

histogram architecture requires two ROM blocks. When compared to the existing design, 

the suggested architecture has a frequency of 112.335MHz, which implies that the 

operating speed of the architecture has been enhanced and the latency has been minimised. 

When compared to the existing design, the performance of FPGA is significantly enhanced 

in terms of LUTs, slice registers, and LUT flip flop pairs. The suggested histogram 

estimation architecture reduces the quantity of area, latency, and power by a percentage of 

17.6 percent, 32 percent, and 18 percent, respectively, when 64 samples are used. 
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