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Abstract 

Reduction of agricultural, production is a serious issue in the agricultural sector, largely 
because of insect attacks on field’s plants. Identifying & categorization of insects have 
historically been labour-intensive processes that have necessitated the services of trained 
entomologists. Earlier warning of an insect assault aids farmers in mitigating crop injury, 
which in turn increases crop yield and decreases pesticide use. To use a variety of features 
extracted such as texture, colour, form, histogram of oriented gradients-HOG, & global image 
descriptor, this study classifies crop insects through the application of machine vision & 
knowledge-based methodologies with image processing (GIST). Insects were organised 
according to a system that took into account all of these characteristics. In this study, 3 
separate insect datasets was subjected to a variety of machine learning-ML methods, such as 
basic classifiers as well as ensemble classifications, with the results of these classifications 
being ranked according to a majority vote. Several different types of base classifiers was 
utilised, including naive bayes-NB, support vector machine-SVM, K-nearest-neighbour-
KNN, & multi-layer perceptron-MLP. In order to improve the classification & identifying of 
insects, they used a combination of ensemble classifications, including random forest-RF, 
bagging, & XGBoost, as well as we ran a 10-fold cross-validation test. Empirical outcomes 
demonstrated that using majority voting with ensembles classifications to include texture, 
colour, shape, HOG, & GIST characteristics enhanced classifications performance. 

Keywords:Crops, Ensemble classification, Image processing, insect classification, Machine 
learning algorithm, Majority voting. 

1 Introduction 

There have been a rise of the use of computer vision & image processing in agricultural 
domains like plant disease recognition, fruits recognitions, as well as insect identifying in 
crops fields. Insects that eat your crops & make you sick raise the cost of food by eating up a 
larger portion of your harvest. 

The annual crop failure rate. When tending to a big crop area, early detection & identifying of 
insect pests is a significant difficulty for farmers. Manually observations make it challenging 
to collect reliable data including such insect type, insect features, & insect population density 
for various plants. As a result, manually methods are problematic due to their slowness, lack 
of precision, & high rate of human mistake. The present research gets beyond those 
restrictions by employing computer vision techniques like image processing, learning, & 
knowledge-based algorithms to identify insect attacks. Using an effective machine vision 
system, image processing has been demonstrated in the agricultural sector for the detection & 
identifying of insects in crops like wheat, soybeans, as well as paddy. 
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Multiple studies have achieved success with automatic insect identification & classification 
in crops via employing feature extraction and classification methods in image processing. 
Extraction of relevant features, such as texture, colour, and other attributes, is a crucial stage 
in the process of machine learning. 

To identify bug species based on its appearance. Hassan et al.  Suggested an automatic insect 
identifier that uses form & colour are distinguish between grasshoppers & butterflies. 
Pedestrian detection, facial recognition, & insect detection all benefitted from the application 
of HOG characteristics. Liu et al. reported combining the maximally stable extremal regions-
MSER method with HOG to detect aphid insects in wheat fields with varying aphid colours 
& densities. Extraction of HOG features from both positive (+ve) & negative (-ve) training 
examples of aphids improves the accuracy of aphid identification. Scenes identification & 
target detection in satellite pictures have benefited greatly from GIST's ability to assess the 
spatial frequency as well as orientation of images while being robust to change in 
perspective, translation, as well as magnification. 

In several areas of study, such as multi-view gender classifications, hyper-spectral image 
classification, as well as automatic road-sign identification, machine learning-ML methods 
were applied for constructing base & ensembles classifications. By merging numerous base 
classification techniques, ensembles learner classification algorithm helps to enhance 
machine learning-ML outcomes. Although Wang et al.found that Support Vector 
Machine performed better, the stability of their method is enhanced by using an Artificial 
Neural Network to classify insects based on their various attributes & ordering levels. 
Santana et al. created an automatic system for identifying bee species from wing photos; their 
MLP classifications outperformed linear discriminate analysis by 2.7 percentage points 
(LDA). 

AdaBoost classifier is used for data variability & segmentation algorithms due to its superior 
performances in the pecan flaw categorization scheme despite employing a smaller number of 
characteristics. When identifying the presence of codling moth infestation in Gold Rush 
apples, the majority voting classification had the highest accuracy at 80%. 

To better utilise available resources & increase classifications precision for visually identical 
field crop insects, machine learning-ML is utilised to manage information from several insect 
species. As part of our study, they used image processing to extract information from photos 
of crop-damaging insects, & then we used machine learning-ML methods to create 
classifications systems. It was investigated whether or not it would be possible to classify 
crop field insects using a mix of characteristics such as texture, colour, shape, HOG, & GIST 
properties. The image processing Toolkit in MATLAB 2017a was used to construct all the 
features extract methods. Using SKLEARN, we trained the insect classifications systems 
with base & ensemble classifiers, as we evaluate our hypotheses using a 10-fold cross-
validation technique. 

For enhance classification performance, majority voting is included for both base & 
ensembles classifications.Pest detection and identification in agricultural plants. 

2 Methodology 

Insects in various agricultural plants was categorised & identified using computer vision 
techniques. 

Insect picture capture & pre-processing, feature extraction, classification base & ensemble 
classifiers, majority vote, & evaluation of classifications outcomes are the 5 phases shown in 
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Figure 1. Machine learning-ML techniques, including both base & ensembles classifications, 
was used independently for each unique combinations of characteristics, such included 
texture, colour, shape, HOG, & GIST, as well as all obtained in a simultaneous sequence. It 
was decided to use a majority polling technique to increase the reliability of the 
classifications. Ensembles classifications were used to improve the classification accuracy, 
allowing farmers to better manage damages to crops & boost yield. 

2.1 Image acquisition and pre-processing 

The 3 insect datasets, including the Xie insect dataset, the Wang dataset, as well as the 
butterflyimagedataset(http://museumvictoria.com.au/bioinformatics/butter/images/bthumbliv. 
htm), were used to classify pests in plants. Every insect-related datasets is described in detail 
below. The identities of the classes & insects used in each datasets were listed in Tables S1, 
S2, & S3 of the supplementary materials. 

2.1.1 Dataset 1 

Researchers used the Xie insect dataset for categorize insects seen in photographs of wheat, 
corn, soybeans, & canola. A next step, prior to extracting features, is to pre - process insect 
photos by resizing them to 227 by 227 pixels. As you can see in Figure. 2, they picked insects 
from all 24 different insect families. 

2.1.2 Dataset 2 

The pre-processed Wang datasets features 9 orders of insects with such a single pure 
backdrop colour. Visualised in the form of an insect (Figure. 3). The 227 9 227 .The photos 
of insects are utilised to extract characteristics. 
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Figure. 2 Xie insect images 

 

 

Figure. 3 Wang insect images 

 

Figure. 4 Sample butterfly images 
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2.1.3 Dataset 3 

To facilitate feature extraction, we choose 24 butterflies photos & downscale them to 227 by 
227 pixels (Figure. 4). 

2.2 Feature extraction 

The relative data regarding the insect's form, colour, & texture is contained in its features. 
Pictures of butterflies had being identified by combining colour, form, as well as texture, 
whereas whiteflies had been seen in greenhouses using a combination of colour & shape-
based detection methods. According to Qing et al., plant hoppers in rice paddy fields were 
automatically detected & counted using a combination of HOG features, colour, shape, 
&Haar properties. For leaf classification, a noise filtering technique is employed to the 
recovered invariant characteristics, such as moment invariants, convexity, perimeter ratio, 
multiscale distance matrix, average margin distance, as well as margin statistics. Moment of 
Hu theory, Legendre theory, Zernike theory, and the Walsh transform isolated printed 
Tifinagh characters can be recognised using a combination of texture & GIST as descriptors. 
This study involves extracting a main important characteristics from an insect image, 
including texture, colour, shape, HOG, as well as GIST features, & then combining them into 
extracted features to improve classifications accuracy. We'll go into the specifics of the 
extracting features strategies after the jump. 

2.2.1 Texture 

Insects can be identified & categorised in large part thanks to their textures. Several other 
textural extracting features strategies, including local binary pattern-LBP, grey level co-
occurrence matrix-GLCM, & Gabor filters, have been suggested for insect identification. The 
study makes use of GLCM for texture feature extraction in insect photos. As a statistical 
technique, GLCM can be used to retrieve texture information from such an insects images by 
taking into account the spatial connection of pixels. Measuring the frequency that a pixel with 
grey level intensity values i occur in proportion to a neighbour image pixel 'j' yields a GLCM, 
this is used for texture feature analysis. Many statistical measurements that reveal an insect's 
texture was developed using the GLCM. Starting with the GLCM of each image, we extract 
three first-order histogram-based characteristics, comprising variance (average contrast), 
skewness, and kurtosis, as well as 5-second statistical measures, including contrast (inertia), 
correlation, energy, homogeneity, & entropy. 

2.2.2 Color 

In order to retrieve colour characteristics, several different approaches are used, such as 
colour histogram, colour moments, colour coherence vector (CCV) descriptor, as well as 
local colour contrastive descriptor (LCCD). The histogram of the insects images was used to 
extract colour characteristics. From the processing RGB colour insects images, we retrieve 
the separate red, green, & blue colour channel, yielding 3 separate 2-dimensional arrays, one 
for each colour components. The Tettigella viridis insect's RGB colour channel from the Xie 
insect dataset are depicted in Figure. 5. To use the image function in MATLAB, the 
histogram count value for the red, green, & blue channels were obtained, representing the 3 
primary colour attributes for the bug images. 

2.2.3 Shape 

Determining the insect's form measurements using photographs is a popular application of 
shape characteristics for insects identification. 
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Both Qing et al. and Singh et al. used a total of 51 morphological characteristics, such as 
radial Fourier descriptors, border Fourier descriptors, & form moments, to detect insects in 
wheat kernals. In this study, we used the Sobel filter to recognize the edge of the insects 
images, & then further used morphological operations in MATLAB, such as the dilation, 
closing, & filling operations, initially extract the geometrical shape information. For the 4 
insects class in the Xie insect datasets, including Tettigella viridis, Sogatella furcifera, Pieris 
rapae, & Eurydema gebleri, the outcomes of applying the Sobel filter & performing a 
morphological analysis are displayed in Figures 6. Ten geometric shape parameters, 
including perimeter, area, form factor, main axis length, eccentricity, minor axis length, 
solidity, compactness, circularity, and extent, were extracted to examine the insects' shapes. 

They used the method detailed in our previous work to analyse & compute the first 9 shape 
characteristics. The Extent characteristic is specified as the fraction of the image's overall 
bounding box that falls within the insect's region of interest. 

It's a present from, 

Extent =
Area

Bounding box area
 

While its size of the shortest rectangles that completely encloses the region is given as the 
value 1 in the vector 1 by Q 2, where Q 14 2 is the case for a two dimensional bug images. 

2.2.4 HOG 

When it comes to human detection, Dalal et al. recommended utilising overlapping local 
contrast normalizations that are made possible by properties of HOG. Three steps are 
required to complete HOG feature extractions. 

 

Figure. 5 RGB color channels 
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Figure. 6 Results from Sobel filter and morphological operations 

the normalizing of blocks, the creation of a histogram, as well as the calculating of gradients. 
Before declaring an images to include insects, it is reduced in length to 64 by 128 pixels. This 
resulting images of the bug is then split into 16 9 16 pixels with such a 50%consisting of 105 
chunks (7915=105) that overlay one anotherblocks. Every one of the 8 9 8 cells in a blocks 
includes two 9 2 of them. Pixels. Where the gradients are pointing & how big they arefigured 
out on a block-by-block basis. Slope directions of a gradientwere distributed evenly over nine 
angular bins, as well as their histogram. Every block's orientation is determined by a 
mathematical formula. The data points in the histogram are subsequently aggregated after 
being normalised.There was total of 3780 cells in the dataset (9 blocks x 4 cells x 9 
bins).characteristics (per histogram = 105949). 

2.2.5 GIST 

Originally introduced by Oliva et al. for activity recognition using low-level aspects of the 
scene without using any segmentation methods, the GIST description has now seen 
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widespread adoption. A primary spatial architecture of a scene can be described by a 
collection of perceptual dimensions including roughness, openness, ruggedness, & expansion. 
The GIST descriptions were universally applicable picture searching terms becausethe 
classifying of traffic scenes & improved precision when employing a variety of scaling, 
cropping, & compression techniques. When computing GIST characteristics, 32 Gabor filters 
were convolved with the insect images at 4 scalings & 8 orientations to produce 32 feature 
maps. The average features value was calculated across 16 regions (494 grid) in each features 
map. At last, 512 (16 x 32 = 512) GIST features are produced by concatenating the averages 
values of all 32 featuring maps. 

2.2.6 Feature reduction by principal component analysis (PCA) 

In addition to improve classification performance & data storage, Principal component 
analysis was used to minimise the dimensionality of HOG & GIST characteristics. Principal 
component analysis is an effective method for keeping a more important variants while 
decreasing the dimensionality of a data set featuring many connected variables. To prevent 
over fitting when developing classifier method in a learners, it is helpful to reduce the 
dimensions of the characteristics being used. Reduced-dimensional HOG-PCA & GIST-PCA 
characteristics are generated in MATLAB by the Principal component analysis operations 
being performed to both HOG & GIST characteristics. Usually the elements, account for 
95percent of the variance are retained via Principal component analysis in MATLAB. 

2.3 Classification 

The main popular insect classifications machine learning-ML methods include linear 
discriminant analysis, support vector machines, decision trees-DT, radial basis functions, 
neural networks-NN, & closest neighbours. Insects were classified in this study using 
retrieved characteristics, such as texture, colour, form, HOG, & GIST. This collection of 
characteristics is then used to train classifications on the insects' phenotypes. They used 3 
distinct bug dataset to test out base & ensembles classifications.Navie Bayes, Support Vector 
Machine, K - nearest neighbors, & MLP were the primary classification methods employed. 
Ensembles classifications like Random Forest, bagging, & XGBoost were employed. As 
comparison to a singular models, the classifying accuracy of ensembles classifications is 
significantly higher because they include numerous base classifier. 

2.4 Majority voting 

Last but not least, to further enhance the classifications efficiency, a majority polling 
combinations rules were implemented to the base & ensembles classifications. Think about 
the 'n' classification methods, h1(X), h2(X),..., hn (X). The overall voting classification is the 
result of combining all the separate classifications together, 

𝐶(𝑥) = 𝑚𝑜𝑑𝑒 {ℎ1(𝑋), ℎ2(𝑋) … … . ℎ𝑛(𝑥)} 

They receive the more vote and classifications and hence give results superior to the 
particular classifications. 

3 Results and discussion 

3.1 Insect datasets 

Tests of classifications efficacy was conducted using information from 3 different 
insects’ datasets: the Xie datasets, the Wang datasets, & the butterflies picture datasets. In 
order to increases the size of insects datasets, image augmentation technologies were applied 
to insects images, including left rotation (at 90 degrees), right rotation (at 90 degrees), left-to-
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right flipping regarding the vertical axis, top-to-bottom flipping about the horizontal axis, and 
scaling (90%, 75%, as well as 60percent of original insects image). Optimal efficiency is 
achieved in classifications situations when the train-test ratios is 70-30%. All insects datasets 
used in the suggested research was divided into a 70percentage training dataset as well as a 
30percentage testing datasets. Extensive information for all 3 insects datasets are given in 
Tables 1. 

3.2 Classification accuracy of base and ensemble classifiers for different combination of 
features 

The following characteristics have been retrieved from the insects images: 8 texture 
characteristics contrast, correlation, energy, homogeneity, entropy, variance, skewness, 
& kurtosis, 3 color characteristics maximum histogram counts for red, green, & blue 
channels, 10 shape characteristics area, perimeter, major axis length, minor axis length, 
eccentricity, circularity, solidity, form factor, compactness, and extent, HOG-PCA & GIST 
MATLAB 2017a was used for the execution of all of the features extractions methods, as 
well as the SKLEARN machine learning-ML framework was selected for classifications. 

The classification of the insect was accomplished by separately employing 4 basic 
classifications (NavieBayes, Support Vector Machine, K - nearest neighbors, & MLP) as well 
as 3 ensembles classifications (Random Forest, Bagging, & XGBoost). In order to validate 
the samples, a k-fold cross-validation is performed, & the value of k is set to 10 so that the 
predicted accuracy can be improved. 

The datasets including insects is partitioned onto k subgroups, of which 1 of the k subgroup 
was selected at random to serve as the testing set, while the remaining subgroups, k minus 
one, serve as the training set. This process is done as many times as necessary until all 
folding has been put through its paces. An evaluation of the classification accuracy can be 
obtained by taking the sum of the accuracies that were obtained from the k separate instances 
of cross-validation. 

Insect dataset No. of classes No. of insect 
images 

No. of training 
images 

No. of testing 
images 

Xie insect 
dataset 

24  10,344 6144 6144 

Wang insect 
dataset 

9     2855  1680  1175 

Butterfly image 
dataset 

24  1604  944  660 

Table 1 Details of insect datasets 

3.2.1 Performance studies of base classifiers 

The suggested insect identifying method was initially tested by applying base classifiers, 
which includes Navie Bayes, Support Vector Machine, and K - nearest neighbors, as well as 
MLP for the combinations of textures, colour, & shapes, as well as HOGPCA & GIST-PCA 
for each of the 3 insects dataset independently. Figure 7a–c illustrates the classification 
accuracy produced from these base classifications by using 5 distinct features combinations 
for the Xie insects datasets, the Wang insect dataset, as well as the butterflies picture datasets, 
respectively. Every specific use of a solitary features during the classifications stage (texture, 
colour, shape, HOG-PCA & GIST-PCA) could be challenging due to the tiny difference 
among its results [5]. Once taking into account texture, colour, & shape 
features combinations, it has been found that the performance of texture? colour feature 
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features combinations is lower while comparison to an effectiveness of colour? Shape & 
texture? Shape features combinations in Naive Bayes, Support Vector Machine, K - nearest 
neighbors, & MLP base classification methods for all 3 insect datasets. This is the case 
regardless of which insect dataset is being used. 

As can be seen in Figure 7a & 7b, the combining of colour & shapes features results in 
superior performance in MLP and KNN for the Xie insects datasets and the Wang 
insects datasets, correspondingly. It should also be mentioned that the MLP base 
classification achieves satisfactory results for butterflies’ insects datasets which contain 
textures and form information (Figure. 7c). 

In the MLP analysis of the Xie insects’ datasets and the butterflies picture datasets, the 
accuracy of the textures, colour, as well as form characteristics was found to be the greatest. 
On the others hand, the Support Vector Machine analysis of the Wang 
insects datasets produced the best results when comparing to the other classifications. The 
MLP neural network-NN classifier was developed specifically for use in multi-class 
classifiers situations, as it implements the cross-entropy loss function. The datasets compiled 
by Xie has 24 distinct classes of insect, each of which has a unique textures, colour, &size 
(Shape). Therefore, the textures, colour, and shape features combination seems to be 
successfully more useful in identifying insects with good categorization results using MLP 
classification model for Xie's dataset comparison to others. 

 This is because it minimises the loss function, which ensures that the classifying accuracy is 
high. When comparison to textures, colour, & form attributes, the improvements brought 
about by HOG-PCA & GIST-PCA is far highly efficient. The comparison outcomes, which 
can be seen in Figure 7a–c, revealed that the performance of the texture, colour, & shape 
characteristics significantly improved by combination of HOG-PCA and GIST-PCA 
characteristics, in comparison to the individual performances. The effectiveness of GIST 
features combinations yielded higher results in terms of classifications accuracy. Therefore, 
the GIST-PCA characteristic could be useful when combined for the classification of insects. 
Its accuracy is obviously high, as its discovery verified that utilising low-level features 
provides useful data on spatial scales without the application of segmentation from the 
datasets. As a result, the GIST is capable to rapidly restrict local characteristics & improve 
insects recognitions. It can be inferred that higher classifying accuracy can be reached in 
MLP classifiers for Xie insect dataset (86.37%) & butterflies picture datasets (80.12%), &in 
Support Vector Machine classifiers for Wang insect dataset (86.52%), by incorporating all 5 
variables, namely textures, colour, form, & size the HOG-PCA as well as the GIST-Principal 
Component Analysis 

3.2.2 Performance studies of ensemble classifies 

3 distinct ensembles classifications, including Random Forest, Bagging, & XGBoost method, 
was evaluated one-by-one with 10-fold cross-validation for 3 insects datasets, each of which 
contained a unique combinations of features. The goal of this exercise was to improve the 
classifications accuracy. Figure 8a–c illustrates the obtained outcomes of the ensembles 
classification for the Xie insects datasets, the Wang insects datasets, & the butterflies picture 
dataset, respectively. The amount of trees used in the Random Forest strategy is set at 100. 
The fast decision tree learners, also known as Retire, as well as the J48 decision tree was used 
in bagging & XGBoost, correspondingly, as their respective basic learning algorithms. It can 
be shown from these figures that the Random Forest classifier performs better than the 
remaining 2 ensembles classifiers (Bagging & XGBoost) in all 3 datasets for a variety of 
features combination. In addition, Random Forest classifiers can handle a very huge number 
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of input characteristics while simultaneously reducing the amount of time required for the 
procedure . 

When compared with Random Forest and XGBoost, the outcome of the Bagging classifiers 
was much lower across all 3 datasets. With the combinations of all 5 features, the Random 
Forest classifier for the Xie datasets achieved an accuracy of 89.57%, while the  

butterflies image datasets achieved an accuracy of 91.96%. The XGBoost classifications  for 
the Wang dataset achieved an accuracy of 95.89%. The outcomes of the study showed these 
results. 

There has been a significant enhancement in classification accuracy whenever these 
ensembles classifier outcomes were comparison with the base classification models that are 
described in Section 3.2.1. This advancement was 3.2% for the Xie image datasets, 9.37% for 
the Wang image datasets, & 11.84% for the butterflies image datasets, respectively. 

 

Table 2 Classification accuracy values (%) of majority voting 

 

Majority voting 

Feature combination Base classifiers (fusion of NB, SVM, KNN and MLP)Ensemble classifiers 
(fusion of RF, bagging and XGBoost) 

 Xie insect 
data set 

Wang 
insect 
dataset 

Butterfly 
image 
dataset 

Xie insect 
data set 

Wang 
insect 
dataset 

Butterfly 
image dataset 

Texture + color 74.16 ± 
0.66 

70.19 ± 
0.87 

63.11 ± 
0.44 

81.09 ± 
0.63  
 

 72.79 ± 
0.87 

74.74 ± 0.22 

Color +shape 79.01 ± 
0.79 

84.33 ± 
0.91 

67.49 ± 
0.03 

87.75 ± 
0.72  

87.73 ± 
0.76  

85.89 ± 0.04 

Texture +shape 72.69 ± 
0.77 

83.39 ± 
0.36 

68.63 ± 
0.20 

85.05 ± 
0.63  

 84.76 ± 
0.19  

79.28 ± 0.84 

Texture + color+ 
shape 

80.10 ± 
0.71 

86.05 ± 
0.23 

73.85 ± 
0.35 

86.87 ± 
0.18 

 88.45 ± 
0.49  

80.50 ± 0.70 

Texture+ color+ 
shape + HOG-
PCA 

81.88 ± 
0.34 

86.05 ± 
0.23 

76.25 ± 
0.12 

88.38 ± 
0.47  

93.39 ± 
0.67  

88.66 ± 0.61 

Texture + color + 
shape+ GIST-
PCA 

86.06 ± 
0.70 

87.45 ± 
0.56 

77.52 ± 
0.41 

89.47 ± 
0.06  

94.67 ± 
0.53  

91.47 ± 0.43 

Texture + color + 
shape+ HOG-
PCA + GIST-
PCA 

89.76 ± 
0.76 

90.02 ± 
0.92 

84.70 ± 
0.77 

92.09 ± 
0.55  

 96.48 ± 
0.34  

92.37 ± 0.28 

 

Data set Xieetal. Wa
nget
al. 

Ours  Xiaoetal.(
20classes) 

Ours  voting 
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Table 3 Comparison of classification accuracy (%) for texture +color + shape + HOG-PCA + 
GIST-PCA feature combination in three public insect datasets 

                                  

3.3 Performance study of majority voting 

 

For each of the 3 insects datasets, majority polling has been implemented to the outcomes 
from of the features combination of texture, colour, shape, HOG-PCA, & GIST-PCA using 
fusion of all base (NB, SVM, KNN, & MLP) and fusion of all ensemble (RF, bagging, & 
XGBoost) classification models. This was done in order to ensure that the most accurate 
results were obtained. Table S4 of the supplementary information presents the base and 
ensemble classifier setup parameters of the SKLEARN tool that were utilised in this work. 
Table 2 displays the outcomes of the categorization process that uses majority voting to 
forecast which category (class) will have the most members. It can be seen from Table 2 that 
applying majority polling outcomes with integrating RF, bagging, & XGBoost ensembles 
classifications results in higher classification outcomes across all 3 insects datasets. This is 
the case when the datasets are analysed using XGBoost, bagging, as well as bagging with RF. 
In addition, the outcomes of majority voting were more favourable for the fusion of HOG-
PCA & GIST-PCA features combinations, as well as texture, colour, & shape. 

The categorization outcomes achieved using SVM, KNN, & majority voting (fusion of RF, 
Bagging, & XGBoost ensembles classifications) for the 3 insects datasets are compared and 
contrasted in Table 3. A vote accuracy rating of 92.1percentage points were found for the 
majority vote, whether it be for texture, colour, or shape. While applied to Xie's 
insects dataset, the HOGPCA and GIST-PCA features combinations was examined. The 
merger of many ensembles classifications was necessary in order to get this higher level of 
accuracy. The integrated features of our system achieved the best level of accuracy (96.5%), 
when measured against the results of the majority voting in the Wang insect dataset. As can 
be seen in Table 3, the accuracy of majority voting was found to be 92.3% across the 24 
different classes of butterfly images in the dataset. When compared to the accuracy of 20 
different classes of butterfly images,  this reliability becomes significantly more important. 
The findings demonstrated that our approach was capable of accurately classifying insects, 
despite the fact that many insects share visual, geometric, and textural characteristics. 

3.3.1 Evaluation metrics for majority voting classifier 

The efficiency of the classifications model is evaluated based on its metrics, which include 
texture, colour, and shape, as well as majority vote. HOG-PCA -  GIST-PCA capability 

 

 

Table 4 Majority voting classifier metrics for base and ensemble classifiers with texture 
+color + shape+ HOG-PCA+ GIST-PCA feature for three insect datasets 

Xieinsectdataset – – 80.9±0.
37 

 – 81.7±0.
69 

91.2±0.50 92.1±1.1
0 

Wanginsectdataset 70.0±1.1
0 

92±0.0 86.5±0.
48 

 – 85.6±0.
40 

90.3±1.40 96.5±0.8
0 

Butterflyimagedata
set 

80.1±1.6
0 

– 77.2±0.
26 

 78.0±0.0 78.8±0.
34 

97.2±1.00(20class
es) 

92.3±1.4
2 
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ClassifierFusion of base classifiersFusion of ensemble classifiers 

metrics Precision Recall F-
measure 

ROCarea  Precision Recall F-
measure 

ROCarea 

Xieins
ectdat
aset 

0.899±0.
09 

0.898±0.
08 

0.897±0.
05 

0.947±0.
03 

 0.937±0.01 
0.934±0.11 

0.935±0.
08 

0.965±0.
21 

Wang 
insectd
ataset 

0.953±0.
06 

0.970±0.
01 

0.962±0.
02 

0.982±0.
05 

 0.994±0.08 
0.975±0.02 

0.984±0.
04 

0.987±0.
05 

Butterflyima
ge 

0.927±0.
01 

0.924±0.
07 

0.921±0.
01 

0.959±0.
06 

 0.968±0.07 
0.938±0.05 

0.952±0.
01 

0.968±0.
03 

 

Combinations. Classifications metrics such as precision, recall, F-measure, & receiver 
operating characteristic-ROC area were computed as following for such purpose of studying 
classifications performances. 

Precision =
TP

TP +  FP
 

Recall =
TP

𝑇𝑃 + 𝐹𝑁
 

F −  measure = 2x
(Recall X Precision)

(𝑅𝑒𝑐𝑎𝑙𝑙 + 𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛)
 

 

Where TP stands for "true positive-TP," FP for "false positive-FP," and FN for "false 
negative-FN." 

To calculate that likelihood that the "positive (+ve)" class of insects would be ranked higher 
than the "negative (-ve)" class by the classifications used, calculate the area under the 
receiver operating characteristic curve. Maximum levels of precision, recall, F-measure, and 
ROC area indicate that the fusion of ensembles classification models outperforms the fusion 
of base classifications across all 3 datasets (see Table 4). 

It should be pointed out that the Xie insect datasets, the Wang insect dataset, as well as the 
butterflies picture datasets all contain numerous classes of insects, as well as that the area 
under the ROC curve scores were over 0.9, representing greater classifications accuracy of 
insects. Thus, the popular vote strategy that incorporates textures, colour, and shape, HOG-
PCA, & GIST-PCA features is appropriate for the classification & identification of insects. 

 

 

 

4 Conclusion 

Insects pose a significant threat to agricultural fields, therefore this research presents a 
method for identifying & categorising these pests using machine learning-ML techniques. 
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Base (Navie Bayes, Support Vector Machine, K - nearest neighbors, & MLP) & ensembles 
classifications had also applied to all the possible permutations of features such as textures, 
colour, shape, HOG, & GIST (RF, Bagging and XGBoost). Using majority polling on both 
the classification algorithm as well as the ensembles classification enhanced the reliability of 
the classification. It has been shown experimentally that majority voting in ensemble 
classifiers improves performance over other methods. Incorporating the features of textures, 
colour, form, HOG-PCA, & GIST led to the greatest classification accuracy of 92.1%, 96.5%, 
& 92.3%, respectively, from majorities vote outcomes for the Xie insects datasets, the Wang 
insects dataset, as well as the butterflies picture datasets. To train an effective network for 
insects classification, a larger number of insects training examples are needed because insects 
share many comparable properties. Research had shown that minority voting in ensembles 
classifications can help entomologists identify insects in agricultural plants. Farmers & 
academics would benefit from this suggested research because it would aid them in spotting 
insects in their crops sooner rather than later. In order to enhance classifier using real-time 
insect information, we would integrate deep learning-DL algorithms for faster training of 
insect’s photos. 
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