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ABSTRACT 

Cancer incidence and mortality have been increasing at an accelerated pace over the past 3 decades 

globally, making cancer the major public health problem. Among females, breast cancer is known as 

the most diagnosed cancer and the main cause of cancer deaths in more than 100 countries. In 2018, 

there are about 2.1 million newly diagnosed breast cancer cases around the world, responsible for 

nearly 1 in 4 cancer cases among females. However, the causes of breast cancer are still not clearly 

known to doctors. Early diagnosis of breast cancer can make the disease easier to treat. Several 

diagnosis techniques are commonly used to distinguish malignant breast tumors from benign ones. 

Fine Needle Aspiration (FNA) is a well-known procedure used to diagnose breast cancer, but it 

suffers from a lack of satisfactory diagnosis performance. For FNA, radiologist, oncologist, and 

pathologist are required to render final judgment together in breast cancer diagnosis, which is time-

consuming. Also, there is higher possibility to give rise to errors due to exhaustion or inexperience, 

which panic patients when false-positive result happens or miss optimum treatment time when false-

negative result appears. Therefore, developing an efficient diagnosis support system to assist doctors’ 

diagnosis of cancer has great significance for medical diagnosis process. 

Keywords: Breast cancer, FNA, Machine learning. 

1. INTRODUCTION 

The Surveillance, Epidemiology, and End Results (SEER) Program of the National Cancer Institute is 

an authoritative repository of cancer statistics in the United States. It is a population-based cancer 

registry which covers about 26% of the US population across several geographic regions and is the 

largest publicly available domestic cancer dataset. The data includes patient demographics, cancer 

type and site, stage, first course of treatment, and follow-up vital status. The SEER program collects 

cancer data for all invasive and in situ cancers, except basal and squamous cell carcinomas of the skin 

and in situ carcinomas of the uterine cervix. The ‘SEER limited-use data’ is available from the SEER 

website on submitting a SEER limited-use data agreement form. 

Prostate is a small-sized gland located underneath the bladder and anterior to the rectum in the pelvis 

area. These glands are regarded as a part of male reproductive system that create and contain seminal 

fluid. The Prostate consists of several cell types. Nevertheless, most of the prostate cancers develop in 

the glandular cells. Prostate cancer is considered the second most frequently diagnosed malignancy in 

men and ranked as the fifth major cause of death internationally. This cancer is also the most 

commonly occurring type of cancer in 105 countries, including Australia and the United States. 

Moreover, it is common among African-Americans with a doubled death rate compared to white men. 

Maintaining certain diet criteria and physical activities are considered important factors for the 

progression of the cancer. Yet many unknown facts can influence the patients' treatment. That being 

the case, such studies facilitate the decision making of medical authorities and physicians regarding 

the most necessary treatments with reference to the patients’ race or social status resulting in proper 

allocation of healthcare resources. Patients and medical experts also need to make confident decisions 

regarding the use of aggressive curative treatments or comfort-oriented palliative care. Making such 
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decisions can highly affect the survival risk and outcome of treatments. Therefore, using a treatment 

approach that is proved to be efficient for the survival of patients can improve the quality of care 

while reducing the costs of care and hospitalization. To find the high-risk patients, machine learning 

methods can be useful since these techniques can predict the survival status of patients given that 

historical data is available. 

2. LITERATURE SURVEY 

Gupta et. al [1] presents an analysis of prediction performance of multiple deep learning approaches. 

The performance of multiple deep learning models is thoroughly examined to discover which 

algorithm surpasses the others, followed by an investigation of the network’s prediction accuracy. The 

simulation outcomes indicate that automated prediction models can predict colon cancer patient 

survival. Deep autoencoders displayed the best performance outcomes attaining 97% accuracy and 

95% area under curve-receiver operating characteristic (AUC-ROC). 

Sung Mo Ryu et. al [2] compiled spinal ependymoma cases diagnosed between 1973 and 2014 from 

the Surveillance, Epidemiology, and End Results (SEER) registry. To identify the factors influencing 

survival, statistical analyses were performed using the Kaplan-Meier method and Cox proportional 

hazards regression model. In addition, we implemented ML algorithms to predict the OS of patients 

with spinal ependymoma. 

Koçak et. al [3] presented a novel network-based feature extraction method and tested on two cancer 

cases, namely (1) lung and bronchus cancer and (2) pancreatic cancer. Named as Signed Maximal 

Frequent Itemset Network, the proposed method uses maximal frequent item sets as actors in a 

network and extracts features by considering their co-occurrence and structure of the sub-graph. To 

investigate patterns on prediction, the top ten maximal item sets are selected with the recursive feature 

elimination method and their distributions are analyzed. In conclusion, survival months are low when 

the information on the disease was unknown or blank, and higher in case chemotherapy was given and 

the primary site was labelled, such as head of the pancreas 

Du et. al [4] presented the use of popular tree-based machine learning algorithms and compare them 

to the standard Cox regression as an aim to predict OPCs survival. The predictive models discussed 

here are based on a large cancer registry dataset incorporating various prognosis factors and different 

forms of bias. The comparable predictive performance between Cox and tree-based models suggested 

that these machine learning algorithms provide non-parametric alternatives to Cox regression and are 

of clinical use for estimating the survival probability of OPCs patients. 

Momenzadeh et. al [5] proposed a hybrid methodology for predicting the survivability of patients 

suffering from prostate cancer by applying the Factor Analysis of Mixed Data (FAMD) algorithm, 

along with under-sampling methods for the SEER dataset as the pre-processing step prior to the main 

models, namely XGBoost, random forest (RF), support vector machine (SVM), and logistic 

regression (LR) with a cross-validation technique for parameter tuning to predict both binary labeled 

and multi-class labeled (including other causes of death) cases, which has been rarely investigated in 

other related studies. The sensitivity analysis was done by cluster centroid as an under-sampling 

method by which the different proportions of the majority and minority classes were examined for 

training the binary classification.  

Venkatesh et. al [6] evaluated different ensemble learning methods for lung cancer survival prediction 

on the Surveillance, Epidemiology and End Results (SEER) dataset. Data were preprocessed in 

several steps before applying classification models. The popular ensemble methods Bagging, 

Adaboost and three classification algorithms, K-Nearest Neighbours, Decision Tree and Neural 

Networks as base classifiers were evaluated for lung cancer survival prediction. The results 
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empirically showed that ensemble methods are able to evaluate the performance of their base 

classifiers and they are appropriate methods for analysis of cancer survival. 

Huang et. al [7] enrolled 4,696 patients in SEER Database who were 70 years or older, diagnosed 

with primary early TNBC (larger than 5 mm), from 2010 to 2016. The propensity-score matched 

method was utilized to reduce covariable imbalance. Univariable and multivariable analyses were 

used to compare breast cancer-specific survival (BCSS) and overall survival (OS). Nine models were 

developed by machine learning to predict the 5-year OS and BCSS for patients received 

chemotherapy. 

Kwak et. al [8] used data from the Surveillance Epidemiology and End Results Database to develop 

and validate the predictive models for LNM in patients with T1, T2 OSCC. Using simple clinical and 

histopathological data, we developed six ML algorithms to predict LNM. The predictive performance 

of models was compared. 

Yan et. al [9] propose a priori knowledge- and stability-based feature selection (PKSFS) method and 

develop a novel two-stage heterogeneous stacked ensemble learning model (BQAXR) to predict the 

survival status of cancer patients. Specifically, PKSFS first obtains the optimal feature subsets from 

the high-dimensional cancer datasets to guide the subsequent model construction. Then, BQAXR 

seeks to generate five high-quality heterogeneous learners, among which the shortcomings of the 

learners are overcome by using improved methods, and integrate them in two stages through the 

stacked generalization strategy based on optimal feature subsets. To verify the merits of PKSFS and 

BQAXR, this paper collected the real survival datasets of gastric cancer and skin cancer from the 

Surveillance, Epidemiology, and End Results (SEER) database of the National Cancer Institute, and 

conducted extensive numerical experiments from different perspectives based on these two datasets. 

The accuracy and AUC of the proposed method are 0.8209 and 0.8203 in the gastric cancer dataset, 

and 0.8336 and 0.8214 in the skin cancer dataset. 

Yin et. al [10] aims to explore a deep learning (DL) algorithm for developing a prognostic model and 

perform survival analyses in SBT patients. Methods The demographic and clinical features of patients 

with SBTs were extracted from the Surveillance, Epidemiology and End Results (SEER) database. 

They randomly split the samples into the training set and the validation set at 7:3. Cox proportional 

hazards (Cox-PH) analysis and the DeepSurv algorithm were used to develop models. The 

performance of the Cox-PH and DeepSurv models was evaluated using receiver operating 

characteristic curves, calibration curves, C-statistics and decision-curve analysis (DCA). A Kaplan–

Meier (K–M) survival analysis was performed for further explanation on prognostic effect of the Cox-

PH model. Results The multivariate analysis demonstrated that seven variables were associated with 

cancer-specific survival (CSS) (all p < 0.05).  

Yu et. al [11] collected patients with rectal adenocarcinoma in the United States and older than 20 

years who had been added to the SEER database from 2004 to 2015. They divided these patients into 

training and test cohorts at a ratio of 7:3. The training cohort was used to develop a seven-layer neural 

network based on the analysis method established by Katzman and colleagues to construct a 

DeepSurv prediction model. They then used the C-index and calibration plots to evaluate the 

prediction performance of the DeepSurv model. 

3. PROPOSED SYSTEM 

3.1 Data Preprocessing in Machine learning 

Data pre-processing is a process of preparing the raw data and making it suitable for a machine 

learning model. It is the first and crucial step while creating a machine learning model. 
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When creating a machine learning project, it is not always a case that we come across the clean and 

formatted data. And while doing any operation with data, it is mandatory to clean it and put in a 

formatted way. So, for this, we use data pre-processing task. 

Why do we need Data Pre-processing? 

A real-world data generally contains noises, missing values, and maybe in an unusable format which 

cannot be directly used for machine learning models. Data pre-processing is required tasks for 

cleaning the data and making it suitable for a machine learning model which also increases the 

accuracy and efficiency of a machine learning model. 

 Getting the dataset 

 Importing libraries 

 Importing datasets 

 Finding Missing Data 

 Encoding Categorical Data 

 Splitting dataset into training and test set 

 Feature scaling 

Splitting the Dataset into the Training set and Test set 

In machine learning data pre-processing, we divide our dataset into a training set and test set. This is 

one of the crucial steps of data pre-processing as by doing this, we can enhance the performance of 

our machine learning model. 

Suppose if we have given training to our machine learning model by a dataset and we test it by a 

completely different dataset. Then, it will create difficulties for our model to understand the 

correlations between the models. 

If we train our model very well and its training accuracy is also very high, but we provide a new 

dataset to it, then it will decrease the performance. So we always try to make a machine learning 

model which performs well with the training set and also with the test dataset. Here, we can define 

these datasets as: 

 

Fig. 1: Splitting of dataset. 

Training Set: A subset of dataset to train the machine learning model, and we already know the 

output. 

Test set: A subset of dataset to test the machine learning model, and by using the test set, model 

predicts the output. 
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Fig. 2: Block diagram of proposed system. 

3.2 Random Forest Algorithm 

Random Forest is a popular machine learning algorithm that belongs to the supervised learning 

technique. It can be used for both Classification and Regression problems in ML. It is based on the 

concept of ensemble learning, which is a process of combining multiple classifiers to solve a complex 

problem and to improve the performance of the model. As the name suggests, "Random Forest is a 

classifier that contains a number of decision trees on various subsets of the given dataset and takes the 

average to improve the predictive accuracy of that dataset." Instead of relying on one decision tree, 

the random forest takes the prediction from each tree and based on the majority votes of predictions, 

and it predicts the final output. The greater number of trees in the forest leads to higher accuracy and 

prevents the problem of overfitting. 

 

Fig. 3: Random Forest algorithm. 

Random Forest algorithm 

Step 1: In Random Forest n number of random records are taken from the data set having k number of 

records. 

Step 2: Individual decision trees are constructed for each sample. 

Step 3: Each decision tree will generate an output. 
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Step 4: Final output is considered based on Majority Voting or Averaging for Classification and 

regression respectively. 

Important Features of Random Forest 

 Diversity- Not all attributes/variables/features are considered while making an individual 

tree, each tree is different. 

 Immune to the curse of dimensionality- Since each tree does not consider all the features, 

the feature space is reduced. 

 Parallelization-Each tree is created independently out of different data and attributes. This 

means that we can make full use of the CPU to build random forests. 

 Train-Test split- In a random forest we don’t have to segregate the data for train and test as 

there will always be 30% of the data which is not seen by the decision tree. 

 Stability- Stability arises because the result is based on majority voting/ averaging. 

Assumptions for Random Forest 

Since the random forest combines multiple trees to predict the class of the dataset, it is possible that 

some decision trees may predict the correct output, while others may not. But together, all the trees 

predict the correct output. Therefore, below are two assumptions for a better Random Forest 

classifier: 

 There should be some actual values in the feature variable of the dataset so that the classifier 

can predict accurate results rather than a guessed result. 

 The predictions from each tree must have very low correlations. 

Below are some points that explain why we should use the Random Forest algorithm 

 It takes less training time as compared to other algorithms. 

 It predicts output with high accuracy, even for the large dataset it runs efficiently. 

 It can also maintain accuracy when a large proportion of data is missing. 

Types of Ensembles 

Before understanding the working of the random forest, we must look into the ensemble technique. 

Ensemble simply means combining multiple models. Thus, a collection of models is used to make 

predictions rather than an individual model. Ensemble uses two types of methods: 

Bagging– It creates a different training subset from sample training data with replacement & the final 

output is based on majority voting. For example, Random Forest. Bagging, also known as Bootstrap 

Aggregation is the ensemble technique used by random forest. Bagging chooses a random sample 

from the data set. Hence each model is generated from the samples (Bootstrap Samples) provided by 

the Original Data with replacement known as row sampling. This step of row sampling with 

replacement is called bootstrap. Now each model is trained independently which generates results. 

The final output is based on majority voting after combining the results of all models. This step which 

involves combining all the results and generating output based on majority voting is known as 

aggregation. 
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Fig. 4: RF Classifier analysis. 

Boosting– It combines weak learners into strong learners by creating sequential models such that the 

final model has the highest accuracy. For example, ADA BOOST, XG BOOST. 

 
Fig. 5: Boosting RF Classifier. 

3.3 Advantages of proposed system 

 It can be used in classification and regression problems. 

 It solves the problem of overfitting as output is based on majority voting or averaging. 

 It performs well even if the data contains null/missing values. 

 Each decision tree created is independent of the other thus it shows the property of 

parallelization. 

 It is highly stable as the average answers given by a large number of trees are taken. 

 It maintains diversity as all the attributes are not considered while making each decision tree 

though it is not true in all cases. 

 It is immune to the curse of dimensionality. Since each tree does not consider all the 

attributes, feature space is reduced. 

Applications of Random Forest: There are mainly four sectors where Random Forest mostly used: 

 Banking: Banking sector mostly uses this algorithm for the identification of loan risk. 
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 Medicine: With the help of this algorithm, disease trends and risks of the disease scan be 

identified. 

 Land Use: We can identify the areas of similar land use by this algorithm. 

 Marketing: Marketing trends can be identified using this algorithm. 

4. RESULTS AND DISCUSSION 
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5. CONCLUSION  

Cancer prediction and diagnosis is a complicated issue that has aroused international attention due to 

the disease’s high morbidity and fatality rates. Early accurate prognosis is critical for successful 

treatment and can improve cancer outcomes. Early identification and strict implementation of curative 

procedures have been two of the most successful approaches to treating cancer. Also, predicting the 

outcomes of treatments post cancer like therapies (chemotherapy, immunotherapy, and other related 

therapies) is very important for estimating the survivability of cancer patients. In this work, we 

evaluated colon cancer data from the SEER programmed to generate reliable colon cancer survival 

prediction models. We compared several categorization methods to determine the risk of death five 

years following diagnosis. Our study discovered that the deep autoencoder model provided the most 

significant prediction performance in terms of accuracy and area under the receiver operating 

characteristic curve.  
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