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ABSTRACT 

This paper presents a novel hardware-oriented image compression algorithm and its very large-scale 

integration (VLSI) implementation for wireless sensor networks. The proposed novel image 

compression algorithm consists of a fuzzy decision, block partition, digital halftoning, and block 

truncation coding (BTC) techniques. A novel variable-size block partition technique was used in the 

proposed algorithm to improve image quality and compression performance. In addition, eight different 

types of blocks were encoded by Huffman coding according to probability to increase the compression 

ratio further. In order to achieve the low-cost and low-power characteristics, a novel iteration-based 

BTC training module was created to get representative levels and meet the requirement of wireless 

sensor networks. A prediction and a modified Golomb-Rice coding modules were designed to encode 

the information of representative levels to achieve higher compression performance.  

Keywords: Image compression, very large-scale integration, fuzzy decision. 

1. INTRODUCTION 

1.1 Compressor Algorithm 

           The Compressor algorithm was introduced in 1967 as an efficient method for decoding 

convolutional codes [1], widely used in communication systems [2].This algorithm is utilized for 

decoding the codes used in various applications including satellite communication, cellular, and radio 

relay. It has proven to be an effective solution for a lot of problems related to digital estimation. 

Moreover, the Compressor decoder has practical use in implementations of high-speed (5 to 10 Gb/s) 

serializer-deserializers (SERDESs) which have critical latency con-straints. SERDESs can be further 

used in local area and synchronous optical networks of 10 Gb/s. Furthermore, they are used in magnetic 

or optical storage systems such as hard disk drive or digital video disk [3]. 

           The Compressor algorithm process is similar to finding the most-likely sequence of states, 

resulting in sequence of observed events and, thus, boasts of high efficiency as it consists of finite 

number of possible states [4–7]. It is an effective implementation of a discrete-time finite state Markov 

process perceived in memory less noise and optimality can be achieved by following the maximum-

likelihood criteria [8]. It helps in tracking the stochastic process state using an optimum recursive 

method which helps in the analysis and implementation [9, 10].  

2. LITERATURE SURVEY 

A top-level architecture for Compressor decoders is shown in Fig. 1.1. As seen in this figure, 

Compressor decoders are composed of three major components: branch metric unit (BMU), add-

compare-select (ACS) unit, and survivor path memory unit (SMU). BMU generates the metrics corre-

sponding to the binary trellis depending on the received signal, which is given as input to ACS which, 

then, updates the path metrics. The survival path is updated for all the states and is stored in the 



Journal of Cardiovascular Disease Research 

ISSN: 0975-3583,0976-2833 VOL14, ISSUE 07, 2023 
 
 

658 
 

additional memory. SMU is responsible for managing the survival paths and giv-ing out the decoded 

data as output. 

BMU and SMU units happen to be purely forward logic. ACS recursion consists of feedback loops; 

hence, its speed is limited by the iteration bound [11]. Hence, the ACS unit becomes the speed 

bottleneck for the system. M-step look-ahead technique can be used to break the iteration bound of the 

Compressor decoder of constraint length K [12–18]. A look-ahead technique can combine several trellis 

steps into one trellis step, and if M > K, then throughput can be increased by pipelining the ACS 

architecture, which helps in solving the problem of iteration bound, and is frequently used in high-speed 

communication systems.  

3. PROPOSED METHOD 

Introduction  

Recently, most data are produced by human activities such as typing, recording, picturing, scanning, 

etc. Because of the limitation of attention, accuracy, and time for the human, it is impossible to collect 

multiple data all the time. A solution to solve the problem is using sensors to substitute the human and 

collect data around human life [1, 2]. With the analysis of data collected by various sensors, the 

computer or server can trace or quantize some activities rather than just making decisions according to 

only one kind of information. With rapid development of sensors and wireless communication 

techniques, wireless sensor networks (WSNs) [3, 4] get people’s attention. A WSN is a network formed 

by a large number of sensor nodes, and each node has one or multi sensors to detect physical phenomena 

[5] such as light, heat, pressure, etc. Since the amount of image data is much more than other data in 

the WSNs, the amount of image and video data grows as the number of wireless camera nodes [6, 7] in 

the WSNs. One of the most crucial problem is how to store and transmit images by using the limited 

storage and wireless bandwidth without dropping the image quality too much. Image compression is an 

efficient way to reduce the amount of image data for storage and transmission. The most popular still 

image compression method is joint photographic experts group (JPEG) standard [8]. The methods used 

in JPEG are converting each image from the spatial domain to the frequency domain with a 

mathematical operation called discrete cosine transform (DCT). Since human visual system is more 

sensitive to the change of low-frequency information, JPEG discards high-frequency information to 

make data smaller. Finally, the data is encoded by using a Huffman coding algorithm to increase the 

compression ratios. Since the JPEG compresses images by using DCT which requires high 

computational complexity, the hardware cost and power consumption of the JPEG encoder design is 

unsuitable for the WSNs. JPEG 2000 [9] was also developed by the joint photographic experts group 

with the intention of replacing their original DCT-based JPEG standard with wavelet transform. In 

addition, JPEG 2000 used a more sophisticated entropy encoding scheme to gain compression ratio 

over JPEG. The JPEG 2000 based methods are unsuitable for hardware implementation due to the high 

complexity of the wavelet transform. JPEG-LS [10] used a predictive scheme based on the three nearest 

neighbors and an entropy coding to compress still images. The characteristic of JPEG-LS is transform-

free based image compression technique and JPEG-LS is popular used in medical image compression 

applications due to the characteristic of lossless. Without mathematical operation of transformation, the 

speed of compression of JPEG-LS is much faster and the computational complexity is also lower than 

JPEG and JPEG 2000. Nevertheless, the compression ratios of JPEG-LS are much less than those of 

JPEG and JEPG 2000. Hence, it is not suitable to be applied in the WSNs due to the limitation of 

wireless bandwidth. After analysis of JPEG, JPEG 2000, and JPEG-LS, it is difficult to find a suitable 

candidate which has both benefits of low complexity and high compression ratios for the WSNs. Delta 

modulator [11] and delta sigma modulator [12] were used in CMOS image sensors to compress images 

by selecting the pixel values to the inputs of delta modulators or delta sigma modulators. A single-shot 
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compressed sensing architecture for CMOS image sensor was developed in [13], in which the captured 

pixel values of the CMOS image were selected randomly. A block-based compressive sensing CMOS 

image sensor [14] was implemented, which had the benefit of costefficient. An adaptive non-uniform 

sampling delta modulation (ANS-DM) technique [15] was proposed to apply in audio and image 

processing. The delta modulation and sigma modulation based compression methods provided an 

efficient way to reduce the output data of the CMOS image sensor to achieve image compression. Block 

truncation coding (BTC) based method [16] is recognized as a potential candidate. Recently, there are 

many techniques proposed to improve the image quality and the compression ratios of BTC such as, 

source encoding of the outputs of a block truncation coder (BTC) with Vector Quantization (VQ) [17]; 

encoding the bitmap with a LUT-based VQ encoder and getting representation levels based on direct 

binary search [18]; and reducing coding rates with Hamming codes and a differential pulse code 

modulation (DPCM) [19]. A human visual system (HVS) based on a digital halftoning technique [20] 

was used to increase the efficiency of the BTCbased algorithm, which had benefits of low-complexity 

and high performance. Although, these methods advanced the performance of BTC method, they also 

lost the benefit of low complexity in the BTC. Hence, an ultra-cost image compression design based on 

BTC was developed in [21]. Although the hardware cost and performance are suitable for the WSNs, 

the fixed size of block limited the compression ratios. Hence, it is necessary to develop a more flexible, 

higher compression ratio, and lower complexity image compressor design for the WSNs 

 

Fig. 2. Flowchart of the proposed variable-size block partition with fuzzy decision BCT-based image 

compression algorithm. 

THE PROPOSED IMAGE COMPRESSION ALGORITHM  

Block truncation coding (BTC) [16] was proposed by Delp and Mitchell in 1979. In BTC algorithm, 

each image is divided into non-overlapping M×N sub-images. Each sub-image is expressed by one 

bitmap and two representative levels. Unlike other modern compression techniques such as JPEG [8] 

based on discrete cosine transformation and JPEG-2000 [9] based on wavelet transformation, BTC is a 

transform-free still image compression algorithm. It is one feature in BTC-based algorithm. Because of 

that, it also has other features such as low-complexity, low-memory-requirement and 

easyimplementation for hardware realization. Nevertheless, the traditional BTC algorithm has one 

significant problem, which has low compression ratios. For this reason, this study proposes a variable 

size block, fuzzy decision, and iteration-based BTC techniques to increase the compression ratios and 

the quality of the reconstructed image. Fig.1 shows the flowchart of the proposed variable-size block 

partition with fuzzy decision BCT-based image compression algorithm. Details of each partition were 

illustrated as follows: 

A. Fuzzy Table  

In previous BTC-based image compression algorithm [21], the compression ratios are not good enough 

for fixed-size 4×4 BTC compared with JPEG. Although compressing the image with fixed-size 8×8 

BTC made compression ratios become better than JPEG, it caused the quality of the reconstructed 

images worse than fixed-size 4×4 BTC and JPEG. For smooth area, it is possible to choose bigger block 

to get better result on compression ratios. For non-smooth area, choosing bigger block loses more 
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information from original image. In that case, selecting smaller block will be a wise choice for the 

consideration of image quality. Hence, it is efficient to find suitable block sizes for different situations, 

which can find the best block size for BTC-based image compression algorithm. In order to simplify 

the block-type selection in the encoding process, eight block-types were used in the proposed algorithm 

as shown in Fig. 2. The block-type can be obtained by looking up fuzzy table with parameter f and 

parameter g described below. Fig. 3 describes the difference between image, sub- image, and sub-block. 

The sub-image in Fig. 3 was assumed a block-type G partition. Thus, this sub-image has three 

subblocks; two 4×4 blocks and one 8×4 block. Each sub-block was sent to training module to get the 

representative levels 

 

Fig. 3: Eight block-types of the proposed BCT-based image compression algorithm. (a) Block-type A 

(b) Block-type B (c) Block-type C (d) Block-type D (e) Block-type E (f) Block-type F (g) Block-type 

G (h) Block-type H 

 

Fig. 4: Relationship between image, sub-image, and sub-block. 

To acquire a win-win result, a fuzzy theory was used for encoder to select block-type for representative 

levels training and bitmap production. In order to find the parameters of fuzzy theory, eight images of 

the Kodak dataset were used to train the parameters of the fuzzy table. Fig. 4 shows the eight training 

images for the fuzzy table and Table I lists the trained parameters of the fuzzy table. The processing 

steps of the fuzzy table and the parameters of fuzzy logic control are discussed below.  

Step 1: Calculating means of each 4×4 sub-block in the same 8×8 sub-image.  

Step 2: Summing up these mean values, then divided by 8. Taking that as parameter f (in Table I).  

Step 3: Calculating variance of each 4×4 sub-block. Taking that as parameter g (in Table I).  

Step 4: Recording the block-type which has the lowest MSE and the best compression ratio, also 

recording parameter f and parameter g. 
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 Step 5: In the end, one of eight block-types has win-win result will be found out as a specific parameter 

interval.  

After the process described above, Table I was ready for encoder to find suitable block sizes for different 

situations. For example, if f is Medium and g is Very High, the partition of subimage is selected as 

block-type D. Table I maps the two input fuzzy sets to an output fuzzy set. Therefore, Table I contains 

fuzzy rules, and is also called fuzzy table in this paper. 

 

Table I shows an example of eight block-types in the fuzzy table. It is easy to find that the probability 

of eight block-types are much different. Hence, to further improve the compression ratio, the binary 

codes represent eight block-types should be encoded by Huffman coding. Table II lists the original 

binary codes, Huffman codes, and probability for eight block-types. The average length of original 

binary and Huffman coding are 3-bits and 2.43-bits, respectively, which means more than 19% bits are 

reduced by the Huffman coding for eight block-types 

B. Bitmap 

 The bitmap is an image after binarization. Hence, there are only two representative levels to reconstruct 

the decoding images. The representative levels show the intensities of all block pixels in the decoded 

image. Thus, it is important to find optimized representative levels for each block. To get the bitmap of 

each sub-block, the average value of all pixels in a sub-block is used as a threshold to binarize values 

in sub-block, as shown in Eq. (1). 𝑌(𝑖,𝑗) = {1,𝑖𝑓 𝑋(𝑖,𝑗) ≥ 𝑚𝑒𝑎𝑛 0, 𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒 (1) where Y(i, j) is the 

binarized value of X(i, j). In the decode process, the decoded pixel K(i, j) can be calculated by 𝐾(𝑖,𝑗) = 

{ 𝑥ℎ, 𝑖𝑓 𝐼(𝑖,𝑗) = 1 𝑥𝑙 , 𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒 (2) where 𝑥ℎ is the high-level representative value and 𝑥𝑙 is the low-

level representative value in the corresponding sub-block and they can be obtained from training. HVS 

is more sensitive to the change of brightness. Green color also has more proportion of brightness than 

red and blue colors. For this reason, the bitmaps of the RGB images are quite similar as result of high 

correlations between each other. Therefore, only green color of bitmaps is in use for both encoding and 

decoding, which decreased more than 40% total bit rates. 

C. BTC Parameters  
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Training In traditional BTC, 𝑥ℎ and 𝑥𝑙 can be obtained from mean and standard deviation. However, 

the calculation of standard deviation involves square root and multiplication, that is unsuitable for VLSI 

implementation. Hence, a modified lowcomplexity representative levels which were used to substitute 

the bitmap in decoder can be obtained by 𝑥ℎ = 𝑚𝑎𝑥 − 𝛼1(𝑚𝑎𝑥 − 𝑚𝑒𝑎𝑛) (3) 𝑥𝑙 = 𝑚𝑖𝑛 + 𝛼2 (𝑚𝑒𝑎𝑛 − 

𝑚𝑖𝑛) (4) where max is the maximum pixel value and min is the minimum pixel value in the 

corresponding sub-block. Details of the representative levels training steps are illustrated as follows: 

Step 1: Setting min_MSE as max value. Evaluates compressed image with Mean Square Error(MSE). 

𝑀𝑆𝐸 = ∑[𝑋(𝑖,𝑗) − 𝐾(𝑖,𝑗) ] 2 (5) where X(i,j) and K(i,j) are the original value and the reconstructed value 

of the pixel in the same position. Step 2: Varying the value of 𝛼2 from 0 to 1. The values of 𝛼2 are 

increased by 0.25 in each cycle. The value of MSE is calculated and compared with min_MSE in each 

cycle. If MSE is smaller than min_MSE, min_MSE is replaced by MSE and record its corresponding 

low level 𝑥𝑙 . Step 3: After complete the training of the low level 𝑥𝑙 , a new training procedure is start 

to vary 𝛼1 from 0 to 1. The procedure to train 𝑥ℎ is similar to the way how to train 𝑥𝑙 as described in 

step 1 and step 2. 

D. Prediction  

In traditional BTC, the compressed data consist of two 8-bit representative levels (xh and xl) and one 

binary bitmap corresponding to each sub-block. For smooth areas, a simple predictive coding method 

with entropy coding makes more effective to compression ratio. To reduce the complexity of prediction, 

every sub-blocks in the same sub-image share the same predictive values of xh and xl, which means 

that the two predictive values of the representative levels can be reshaped into a 64×64 matrixes in each 

color map. The predictive value was assigned by predictor with neighboring matrices as shown in Fig. 

5. Eq. (6) shows the method to calculate the predicted value of each representative level xmed. 

 

Fig. 5: Neighboring matrices for prediction. 

𝑥𝑚𝑒𝑑 = a+a+b+d 4 (6) 

Predictive method is totally independent to the training described previously. The pixel after ‘x’ cannot 

be obtained until the pixel before ‘x’ was reconstructed. That is the reason why the calculation of 

predictor using the pixel after ‘x’ in decoding process will produce errors. In addition, the ‘d’ was 

selected because of using better average predictor [17] than JPEG-LS predictor. 

E. Modified GR Coding 

 Since most of prediction errors concentrate between ±50, encoding prediction errors with GR coding 

could make the image compression ratios increased further more.  

a. Modified GR Encoding 

 The traditional GR coding algorithms are used to encode positive values only. A positive value is 

expressed as a prefix, segmentation and suffix codes with traditional GR coding. 

Since prediction error is not always a positive value, a modified GR coding technique including a signed 

bit was used in [21]. It has also more effect on compression. In this method, the output code consisted 

of a prefix, segmentation, signed bit and suffix codes. An absolute of prediction error divided by 4 to 

produce the values of the quotient q and the remainder r. The prefix code is q bits of “0”. The 
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segmentation is always 1 bit of “1”. The sign bit is “0” or “1” depending on the sign of prediction error. 

The suffix code is 2 bits of r in binary representation. The modified GR codes with a signed bit were 

listed in Table III. The modified GR coding has higher performance to be applied in image compression 

because the traditional GR coding takes more bits than signed GR coding to encode larger or smaller 

values. For example, when encoding 31 with the traditional GR coding and the modified GR coding, it 

takes 18- bits and 11-bits by traditional and signed GR coding, respectively. 

 

TABLE III THE DIFFERENT BETWEEN TRADITIONAL GR CODES AND MODIFIED GR 

CODES 

 

b. Modified GR Decoding 

 Fig. 6 shows the flowchart of the decoding process of the modified GR. First, the number of bit “0” is 

counted before segmentation, the first bit “1”, shows up. Second, the next 3 bits is identified as a sign 

bit and 2 bits of the remainder. Third, if absolute of prediction error is greater than or equal to 32, it 

won’t take any advantage of entropy coding. Moreover, it takes more bits than the binary representation. 

This is the reason why the value greater than or equal to 32 was encoded with binary representation 

after an impossible circumstance code (negative zero encoded with signed GR coding) which is to tell 

decoder the following 8 bits are binary representation. Finally, if value is encoded in binary 

representation, it could be outputted directly. Otherwise, the sign information will be added to the final 

decoded value according to the decoded value of the sign bit. 
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Fig. 6: Flowchart of the decoding process for the signed GR coding. 

4. SIMULATION RESULTS 

 

 

Fig. 7: RTL Schematic.  
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Fig. 8: Design summary. 

 

Fig. 9: Time summary. 

 

Fig. 10: Simulation outcome. 

 

Fig. 11: Power summary. 
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Fig. 12 Original, compressed and reconstructed images with ‘haar’ 1st, 2nd and 3rd level of 

decomposition. 

 

 

Fig. 13 Original, compressed and reconstructed images with ‘bior4.4’ 1st, 2nd and 3rd level of 

decomposition. 

5. CONCLUSION 

In this work, a novel hardware-oriented, low-complexity, low-memory-requirement, and transform-free 

image compression algorithm consists of a digital halftoning, block truncation coding, fuzzy decision, 

and block partition techniques for VLSI implementation. A novel variable-size block and fuzzy decision 

techniques for block truncation coding was designed to improve the image quality and compression 

ratios. The block-type was encoded with Huffman coding to further increase compression ratios. An 

improved entropy encoder was developed to enhance the compression ratios. Compared with previous 

image compressor designs, this work reduced gate counts by at least 20.9% and had better FOM value 

than previous designs. 
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