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ABSTRACT 
 
The brain is widely used in many medical fields. Tumour pandemic drastically 
influences the health and well-being of the global population. In this proposed 
methodology, the deep learning approach is performed. The extracted image of the 
brain cannot be directly used for diagnosis. The captured image contains disturbances 
like noise, blurred image etc. To get a high-quality image from extracted panoramic. 
This approach is performed. To the extracted images, partitioning is performed to split 
up the images into samples. It helps for better recognition and classification. It shows 
the infected region of the brain accurately. Before performing partitioning, the 
extracted image has to be preprocessed to clear out the disturbances in the image. 
After partitioning, feature extraction is performed by using GLCM and finally, 
classification is performed between the trained and test set data to produce a highly 
accurate image. It is done by using CNN classifier. This processed image helps the 
dentist for good prediction.  
 
Keywords: RLSMA Filter, Convolutional neural network classifier (CNN). 

 

INTRODUCTION 
Image segmentation is an essential task in medical image 

processing, which is used to partition the image into the 

number of sectors with like characteristics using some 

predefined measurement criteria.  In past decades several 

image segmentation has been proposed to improve the 

performance of segmentation.  The goal of segmentation is 

that the pixels in the same region have similar qualities, i.e., 

pixels from the different region have different qualities. 

 

LITERATURE SURVEY 
Image segmentation is an essential task in medical image 

processing, which is used to partition the image into the 

number of sectors with like characteristics using some 

predefined measurement criteria.  In past decades several 

image segmentation has been proposed to improve the 

performance of segmentation.  The goal of segmentation is 

that the pixels in the same region have similar qualities, i.e., 

pixels from the different region have different qualities. 

Qingyong Li et al. [1] proposed image segmentation using 

double-scale non-linear thresholding on the vessel support 

region. It produces a fine segmentation, compared to the 

available methods but accuracy is less. This technique has 

the limitations to choose the threshold value to separate the 

image particles from the noisy images. To overcome these 

limitations Ronghua Shang et al. [2] suggested a new 

technique of image segmentation based on the key pixel. 

This method improves the overall segmentation 

performance and produced a reliable output. However, 

there are some limitations that, it is difficult to use image-

level annotations to train segmentation.  Liyilei Su et al. [3] 

introduced an integrated method of both region and 

boundary-based segmentation for x-ray images.  It produces 

high accuracy. However, it concentrates only on the colour 

of the pixels and not bother about the other features of the 

image. To rectify these problems Hong Huang et al. [4] 

stated a new brain image segmentation based on FCM 

clustering algorithm with roughest. It works based on 

intensity homogeneous and noise-free images. FCM has the 

limitations in choosing the parameters and also detecting 

common boundaries among clusters. To overcome these 

constraints Mengxuanzhang et al. suggested an 

unsupervised EA-based fuzzy clustering for image 

segmentation, this method does not require any prior 

information for segmentation [5]. However, this method is 

not working well in noisy images because of the lack of 

spatial information. To overcome this an FCM 

segmentation with spatial constraints for medical image 

Segmentation proposed [6], [7].  The spatial information 

derived from the images is used for the clustering process. 

However, there is a need for structural information and 

gradient information which provide better optimum 

segmentation at the edges. All these existing methods of 

segmentation has the limitations such as the fixing of the 

threshold value and curve function and finding the common 

borders of the clusters and choosing the opt parameters can 

be rectified by using the proposed Gradient Orientation 

Mapping Based Fuzzy C-Mean clustering method in which 

there is no need for any prior information like threshold 

value and curve function.  In this new technique, both 

spatial and structural information are included for 

segmentation and also some image features such as edge 

which gives the boundary of the brain, the entropy which is 

used to classify the textures, intensity, Color, and Gradient 

features are also used to improve the performance of 

segmentation. Thus the various parts of the images are 

segmented elegantly. Dentistry has witnessed tremendous 

advances in all its medical field. With these advances, there 

is a need for a more precise diagnostic tool. Brain images 

have also found a place in modern dentistry. In this work, 

was used to extract the entire mouth in a single image. It 

made the complex work more accessible for examination. 

This paper is to review the trending advances in imaging 

technology and their uses in different disciplines of 
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dentistry. For the precise prediction, a deep learning 

approach is used in the image for partitioning the brain and 

to get a high-quality image. Several approaches were used in 

the existing work but this proposed workout performs well 

compared to other work. 

Wu et al., (2018) discussed the model-based orthodontic 

assessment in the panoramic radiographs. In this work, they 

have used a set of parameters to obtain a piece of reliable 

information for the best treatment plan. The used 

parameters are Reliable Crown Vertical Position (RVCP), 

Absolute Crown Vertical Position (ACVP), Axis angulation 

(AANG) and Crown overlapping area (COA). ACVP and 

COA are new parameters that consume more time and 

difficult to find [1]. Gan et al., (2017) [4] they have discussed 

the tooth and alveolar bone segmentation from CT images. 

They used the tooth contour propagation strategy for 

performing segmentation. By using this strategy, it suffers 

from serious accumulated error problem. Mao et al., (2018) 

[8] they have presented in detail about the Grab cut 

algorithm which is used for segmenting the dental X-ray 

image. Even though this algorithm is very fast and easy to 

implement. The drawback of this proposed work is, the 

result becomes unstable. To overcome this drawback. In this 

proposed methodology, the deep learning approach is 

performed in the panoramic dental X-ray image. Panoramic 

dental X-ray is chosen because it ionizes less radiation. It 

shows the image in a two-dimensional view. This panoramic 

dental X-ray tries to project the brain arch in orthogonal 

view. To the extracted panoramic image, a deep learning 

approach is utilized to achieve high accuracy. Researchers 

focus on increasing the accuracy of segmentation that can be 

achieved and proved by using this proposed segmentation 

algorithm. 

 

SYSTEM MODEL 
The image which is extracted by CT scan image is the 

variation of the patient to the patient brain, uniformity in 

areas close to the object, gap between the existences of a 

missing tooth. 

  

 
Figure 1: Schematic representation of the proposed model 

 

The input image is given to the pre-processing state to 

reduce the noise and crop the test data image from the input 

image. Then, the cropped image is converted into samples, 

it is achieved using the segmentation process. The 

correlation-based feature selection generates the trained 

data set. Both these features are compared using CNN 

classifier. 
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Figure 2: Frame structure of the system model 

 

Data Clustering 
Clustering is the route toward isolating information which 

focuses on image samples or clusters with the objective that 

the things in a similar class are comparable and things in 

various classes are disparate. Given the possibility of the 

data and the explanation behind which clustering is being 

used, particular measures of closeness may be utilized to 

place things into classes, where the likeness measure 

controls how the gatherings are surrounded. A couple of 

instances of measures that can be used as in gathering join 

separation of the image. In hard clustering, data are 

apportioned into specific gatherings, where each data 

segment has a place with precisely one group from the brain 

images. In fuzzy clustering, data parts can have palace with 

more than one gathering, which is more, accompanied with 

each segment is a course of action of membership levels. 

This exhibit the idea of the connection between that 

information part and a specific gathering of fuzzy clustering 

is an arrangement of propelling these enrolment levels, and 

subsequently utilizing them to apportion information parts 

to at least one get together. A champion among the most 

comprehensively used Fuzzy gathering tallies is the Fuzzy C-

Means (FCM) 

 

i. Recursive Least Square Mean Adaptive Filter 
 De-noise is an important concept in pre-processing 

technique because noise occurs during the scan of the 

patient's inner body, movement of the patient, the vibration 

of the scanning instrument, camera setting and 

environmental disturbance; all these disturbances affect the 

medical input image like ultrasound and CT/MRI.  

Recursive Least Squares Adaptive Filter for the removal of 

noise. The initial condition is enumerated from the 

previously done data and the old data estimate updates by 

new information data. Based on the data variable the length 

of the data also varies. The main aim of this filter is to 

reduce the mean square error.  

Adaptive filter, the advantage of this filter is to provide good 

computational speed, system performance and the cost 

function is minimized. RLS helps to solve a complex 

problem by the adaptive filter. It is defined as, 

 

𝑥(𝑘) = ∑ 𝑏𝑘(𝑛)𝑑(𝑘 − 𝑛) + 𝑣(𝑘)
𝑞
𝑛=0      (2.1) 

 

Where v(k) be additive noise. 𝑏𝑘(𝑛) is a binary 

representation.  

Mathematically, a wavelet can be described as a real-valued 

 

 

∫ ψ(t)dt = 0 
∞

−∞
 and ∫ |ψ(t)|2dt = 1 

∞

−∞
      (2.2) 

 

The probability density function is given by, 

 

P(g)=
1

√𝑠
 𝑝(

𝑖−𝑗

𝑠
)     (2.3) 

 

Where 
1

√𝑠
 is an energy normalization. 

Image is implemented to produce good estimates of the 

original image from noisy observations. The restored images 

should contain less noise than the observations while still 

keep sharp transitions (i.e edges). Suppose an image f(m,n) 

is corrupted by the noise. 

 

   (2.4) 

 

Image de-noising algorithms vary from simple thresholding 

to complicate model-based methods. However simple 

thresholding methods can remove most of the noise. 

 

Algorithm 

1. Apply the Forward Curve-let transform into the noisy image. 
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2. Threshold the Curve-let coefficients to remove some insignificant curve-let coefficients by using a thresholding function 

in the curve-let domain.  

3. Inverse Curve-let transform of the threshold coefficients to reconstruct a function. 

 

Hierarchical Clustering: Hierarchical Clustering issued to 

implement a dendrogram (shows hierarchical relation 

between objects) with a grouping of patterns invested form 

and to change groupings in combination with similar levels 

of the input brain images. In hierarchical clustering, the 

number of clusters need not be specified in prior where only 

local neighbours in each step are considered. To interpret 

the hierarchical clustering algorithm function two-

dimensional data set is applied. The hierarchical clustering 

is subdivided into two categories, namely, the hierarchical 

agglomerative algorithm and hierarchical divisive algorithm. 

The hierarchical agglomerative method is stated below: 

Step 1: In the database, each pattern is set as a cluster 

Ci and distance in between all pair of patterns are computed 

with a proximity matrix.  

Step 2: The common alike pair of clusters is found by using 

the proximity matrix and the two clusters are merged into a 

single cluster. Finally, modify the proximity matrix.  

Step 3: Repeat Step 1 and 2 until all patterns in one cluster 

achieve the resemblance. 

Due to the morphological analysis, these features are not 

perfectly relevant to the various classification of cells. In case 

of the nucleus along with cytoplasm, and cells, the statistical 

and the features related to the channels of the RGB image 

are extracted. The feature set that applies to the principal 

component analysis at the images corresponds to the 

nucleus and also with the cell. 

 

Algorithm Non-Local Means 

Input 1: Image with Radom value impulsive noise 

Output1:NLM ( Denoised Image) 

For each pixel i, where i𝑖 𝜖 [1, 𝑁], 

Do 

For each pixel in 𝑁𝑘, where 𝑁𝑘 is the square patch around the centre pixel k,  

Do 

Evaluate, normalization constant 𝑍(𝑖) ∑ 𝑒
||𝑣(𝑁𝑖)−𝑣(𝑁𝑖)||2

ℎ2
𝑗     (2.5) 

Where j refers to the 𝑁𝑘patches 

Calculate, weight matrix W(I,j) 
1

𝑧(𝑖)
𝑒

||𝑣(𝑁𝑖)−𝑣(𝑁𝑖)||2

ℎ2      (2.6) 

Done 

Denoise pixel i; NL[v] (i) ∑ 𝑤(𝑖, 𝑗)𝑣(𝑗)𝑗=1       (2.7) 

Done 

 

ii. Fuzzy C-Mean (FCM) segmentation Algorithm 
Fuzzy C- Mean algorithm is one of the best segmentation 

methods among all fuzzy associated segmentation methods. 

FCM divides an object into groups that have a higher degree 

of similarity than any other group. A kernel-based FCM 

algorithm with a spatial bias correction has already 

presented image segmentation of the noisy image. In this 

method, each data belongs to more than one cluster. The 

membership function of the Fuzzy C-Mean clustering 

method is calculated for each cluster.  The membership 

function determines, which degree of the object belong to 

clusters [8]. FCM is used for detecting the overlapping of 

clusters in the dataset.   

 



A. Afreen Habiba, et al.: Image Segmentation Based on Pixels using Deep Learning Approach for Brain Images

 

87                                                              Journal of Cardiovascular Disease Research             Vol 11, Issue 2, April  June, 2020 

 
 

In this method, the number of clusters is known or at least 

fixed.  FCM clustering method produces the best solution 

for the equal size of the cluster.  If the clusters are having an 

unequal size or density, the FCM performs poorly. To defeat 

these limitations, the proposed algorithm uses the dental 

features extracted from the input X-ray image as a piece of 

additional information, and the objective function obtained 

from HE images along with this FCM. 

 

 
 

iii. Adaptive Regularized Kernel-based Fuzzy C-
Mean algorithm (ARKFCM) 

In the existing systems, setting the parameter for 

segmentation need prior information. This can be 

eliminated in the proposed system by using the objective 

function obtained from Adaptive Regularized Kernel-based 

Fuzzy C-Mean algorithm [12]. ARKFCM has an adaptive 

regularization parameter ir  to overcome the above-

mentioned issue. 

  

 

Steps involved in proposed FCM segmentation algorithm  

Step 1: Initialize randomly the centers of clusters 
)0(

ia  

Step 2: maxt  do 

 Calculate the membership value 
)(tU  using the centres  

)1( t

ia  

 Update the centres 
)(t

ia using 
)(tU  

 If  1t

i

t

i aa  then stop 

Step 3: Return the cluster centres ia and the membership value jk ;  

The algorithm for Proposed Fuzzy C-Mean (FCM) segmentation Algorithm is given below: 

1. The membership function of the Fuzzy C-Mean Clustering algorithm for the input digital dental 

X-ray image is obtained by equation (2.8) 

2

1 1

1 jk

C

j

N

k

m

jk VXC 
 

       (2.8) 

Where Xk={x1, x2, x3....., xN} is the pixel intensity of the input  

2. ],1[ m  is the weighing exponent or fuzzifier 

jk  is the membership value of FCM ranges [0-1] and 

3. 
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ARKFCM is very adaptive to local context when compared 

to other clustering methods.  It provides enhanced 

robustness to hold image details [10]. It is independent of 

the clustering parameter with decreased computational 

costs. 

 

C. Feature Extraction 
Features are unique properties of the information that help 

in separating the information patterns in the classification 

phase from the image. Features may be crude pixels for basic 

issues. Utilization of basic image pixels is not sufficiently 

clear. Changing the information on behalf of the 

arrangement of features is called Feature Extraction. Feature 

Extraction is typically distinguished as a diminished list of 

capabilities to speak to the errand. The portions of the 

components are colour histogram, zone and so on in the 

image. They are utilized for perceiving shapes and for the 

most part utilized as a global feature. Some different sorts of 

features are texture, intensity and so forth. 

These elements tell about the spatial introduction and its 

degree. These features are called a local feature. It is 

important to recognize when to utilize global feature and 

local feature. By considering the portrayal of the significant 

functions the separated feature ought to give the attributes 

of the info to the classifier. Typically 

Extracted features are 

 Shape Features 

Shape Index 

 Intensity features 

Median Intensity, Mean, Variance, Standard Variance 

 Texture features 

Contrast, Interconnection, Entropy, Energy, 

Homogeneity, the sum of square variance 

These three sorts of features portray the structure data of 

intensity, shape, and texture. In the following stage, the 

feature selection is performed to lessen the repetition. 

Gray Level Co-Occurrence Matrix (GLCM): A notable 

procedure to extricate feature is to utilize Gray LevelCo-

event Matrices (GLCMs), which have a place with 

measurable technique in brain analysis. The GLCMcontain 

the second-arrange measurable data of spatial association 

the pixels of an image. The GLCM comprise data almost in 

what way frequently a pixel with grey-level value i happens 

either vertically, on a horizontally, or diagonal to the 

neighbouring pixels with the value j, where i and j are the 

dark level values introduced in an input brain image. 

Energy is a component that measures the smoothness of the 

input picture. Correlation is a grey tone measure of direct 

conditions in the picture. The parameter 

Homogeneity, otherwise called 'inverse difference moment' 

measures picture homogeneity as it accepts bigger esteems 

for littler grey tone contrasts in combine components. 

Contrast for a bordering set of pixels is a measure of 

contrast between the most astounding and the least esteem 

in it. Hence GLCM using feature extraction is implements 

the potential component vectors for more image-based 

The algorithm for proposed segmentation Adaptive Regularized Kernal based FCM Algorithm is given below: 

1.  Assign threshold yi=0.001, m=2 and loop counter t=0. 

2. Calculate xi the mean gray scale of the window. 

3. Determine the adaptive regularization parameter ir  








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







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

xixi

xixii

xixii

ri

;0

;2

;2





                                                        (2.10)

 

4. Find centre of cluster V(t)j using the equation. 
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5. Determine the membership function using the equation  
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6. Calculate the objective function using the below equation 
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
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                     (2.13)

 

7. If t >100 then stop otherwise update t=t+1 and go to step 4.   
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disease diagnosis. In general, GLCM deals with features of 

the image to be segmented. In our work, we are working 

with problem area segmentation. By this operation, feature 

calculation will be pointed in a particular region only so that 

output will be better than the existing approach. 

 

 
Figure 3: CNN classifier flow diagram. 

 

Convolutional Layer of CNN Classifier 
Convolutional layers are neural system layers saving the 

spatial structure, which is the essential distinction from 

customary completely associated neural system layers. 

Having, for instance, 32 × 32 × 3 picture, rather than 

extending it to the one-dimensional vector of 3072things, 

the picture is kept in its unique 2D structure. By applying 

the convolutional channel, the information is changed into 

an alternate tensor called actuation map that additionally 

protects basic properties. Since enactment maps can be 

convolved again without loss of auxiliary data, stacked 

convolutional layers can be utilized for dimensionality 

decrease of spatial information into low-dimensional 

element rich vector space where regular completely 

associated systems can be applied. 

The channels are little grids of numbers that are increased 

by districts of information. For each pixel in the info layer, 

the focal point of the channel is adjusted to it and the 

channel is increased with the area of contribution of a 

similar size as the channel. This procedure is rehashed for all 

pixels aside from those not having an adequately enormous 

neighborhood, bringing about initiation guide of somewhat 

littler size. 

Redundancy of applying the channel over the picture can be 

seen as a channel sliding over the picture, henceforth 

convolution. A channel consistently expands the first 

profundity of info. 

Pooling Layer of CNN Classifier: An elective way to deal 

with contract input volume region is to utilize pooling layer. 

Pooling layer performs collections over areas rather than 

duplication with channels of prepared loads. Typically 

performed conglomeration is limit of the area, giving the 

name of the maximum pooling layer. 

The instinct behind successfully of max-pooling layer 

grouping task is that it doesn't make a difference where in 

the locale have to include been found as long as it has been 

found. Taking the limit of an area of actuation dismisses 

immaterial pieces of that district and reports nearness of the 

element in the entire locale. On the off chance that 

averaging were to be utilized rather than most extreme, the 

way that element was not recognized in the rest of the area 

would negatively affect noteworthy initiations. Pooling layer 

has no trainable parameters. 

Most normal use of pooling layer is down-inspecting; thusly 

walk is set up so districts are not covering. A solitary 

channel is searching for a specific component in the 

information. There are numerous highlights to be found in a 

picture. In this manner, numerous channels are required. 

Thinking about the utilization of numerous channels, each 

channel brings about its enactment map, together yielding a 

heap of initiation maps called yield volume. Along these 

lines, an info picture can be changed into a lot further 

volume (remember the distinction between the profundity 

of volume meaning a third measurement and profundity of 

the neural system as various layers). Instinctively, as info is 

being changed from input picture towards highlights over 

the system, the territory of information volumes is 

diminishing with an applied walk as well as pooling, while 

the profundity of info volumes can both increment and 

reduction dependent on the quantity of utilized channels 

convolutions. 

 

Structure of CNN 
Convolutional systems Structure is normally made out of 

three kinds of layers. A layer can be either Convolutional, 

Pooling or completely associated. For forward and error 

backward signal propagation in each sort of layer has 

distinctive tenets. There are no exact standards on how the 

structure of individual layers ought to be composed. 

Anyway with the special case of late advancement CNNs are 
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normally organized in two sections. An initial segment 

called feature extraction is utilizing mixes of convolutional 

and pooling layers. The second part called classification in 

utilizing completely associated layers. 

In Cartesian coordinate the equation is given in Equation 

(2.14) as,  

 

(𝑥 − 𝑎)2 + (𝑦 − 𝑏)2 =  𝑟2   (2.14) 

The hidden layers in Deep Learning are most powerful so 

that they can detect and classify automatically at specific 

cancerous cells from the larger microscopic data set. The 

fitness value in an image is given by the Equation (2.15), 

𝑓 =  
𝑊−𝐾+2𝑃

𝑆
+ 1    (2.15) 

Where W denotes the input volume size, K is the size of 

kernel field and S is a total number of pixels, P is the padded 

values to the image. The value of P is given at the Equation 

(2.16), 

 

𝑃 = (𝐾 − 1)/2    (2.16) 

The main principle of deep learning is the creation of the model 

for classification based on the prediction of given reference 

features of the current value of the element of the dataset. 

 

 
Figure 4: The proposed Block-Wise CNN architecture. 

 

Training of CNN 
Enhancement procedure of CNN is analogous to FCNN. 

The network is made out of various kinds of layers as a 

result of that circumstance with CNN is more complicated. 

Forward signal propagation and backward error 

propagation are following uncommon rules for each layer. 

Equations utilized as apart of this area were motivated from. 

The first stage is called forward-propagation, where the 

signal is propagated from contributions of the CNNs to its 

output. The output is contrasted and wanted an incentive by 

cost capacity and error is evaluated in the last layer. 

Backpropagation algorithm again used as a part of the 

second stage to appraise blunder commitment for singular 

units. Variable parameters of the system are again 

streamlining by gradient descent algorithm. 

 

Performs the classifier on the remaining data points. 
In the last step, the remaining 41 data points are used to 

perform the classifier. From 85 training data points, only 

50% of the data are utilized to obtain the accurate by 

classifier technique. Here, the data points can be reduced so 

it requires only less number of mathematical formulation 

step to classify data points. In addition to that, the 

computation time is reduced and obtain higher accuracy. 

 

CNN Classification techniques: 

1. Choose the cluster value K. 

2. Perform the k-means clustering techniques. 

3. For k varies up to K (k≤ 𝐾) for each cluster do 

4.    Based on the cluster k, checked the data points class label. 

5.       If the cluster data points are a single class.  

6. Allocate the cluster label as 'Singular'. 

7. Else, allocate the cluster label as 'Nonsingular'. 

8. End  

9. End 

10. For  

11.    Perform Quickhull techniques. 

12.    Estimate the convex hull (𝑉1), which denotes the class-1 label vertices points.  

13.    Estimate the convex hull (𝑉2), which denotes the class-2 label vertices points. 

14.    Set of vertices points are formed. 

15.    Eliminate each clusters sample not related to the group.   
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16. End  

17.  For  

18. Choose each cluster data points and forms into a single set. 

19. End  

20. Remaining samples are structured as 'Rem' dataset. 

21.   

 

The CH with classifier reduces the overall processing time 

which is lower than the original CNN classifier. The 

accuracy of the classifier is also higher than other classifiers. 

The main procedure of the CH technique is to perform the 

cluster on the training data points and also convex hull is 

structured for each cluster.  

 

PERFORMANCE MEASURES 
A cohort of 80 images was taken for analysis and it was 

modified by partitioning the brain into 256 samples. To 

train the image, partitioning of the brain in each image was 

done for better performance. To be more effective, 80 image 

data set is taken. 50 images were used for training and the 

remaining 30 images were used for performing a deep 

learning approach. Finally, both trained and test set data 

were taken for comparison. By analogizing, it generates high 

accuracy.  

An image region is said to be positive or negative, 

depending on the data type. Furthermore, a decision for the 

detected result can be either correct (true) or incorrect 

(false). Therefore, the decision will be one of four possible 

categories: true positive (TP), true negative (TN), false 

positive (FP), and false-negative (FN). The correct decision 

is the diagonal of the confusion matrix. 

 

Accuracy 

 
TPFNFPTN

TNTP
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


     (4.1) 

 

 
TPFN
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
      (4.2) 
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TN
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
      (4.3) 

 
FPTP
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
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PrRe

PrRe2
1




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RESULT AND DISCUSSION 
The results acquired by implementing convolution neural 

network algorithm are being estimated in this section. 

Images are obtained from brain images from the clinical 

database. Initially, image processing is performed on the 

image which is being estimated and are aided by the 

simulation results which are being accomplished using 

MATLAB 2018a. Figure 3 displays the sample images. 

 

 



A. Afreen Habiba, et al.: Image Segmentation Based on Pixels using Deep Learning Approach for Brain Images

 

92                                                              Journal of Cardiovascular Disease Research             Vol 11, Issue 2, April  June, 2020 

 
Figure 5.1: Sample data for the brain MRI images 

 

The sample images are from the database. These Images are 

obtained from standard datasets. Here some of the images 

are analyzed and are given into the CAD system. Some 

samples are taken out to show that it is been used for 

analyzing the output of the proposed system shown in 

Figure 5. 

 

 
Figure 5.2: Proposed System results using CNN classifier with data set 1. 

A 

B 

C 
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Figure 5.3: Segmented result for MRI images 

 

FCM segmentation at Figure 5.3performs better 

segmentation so that they can be aligned for the proper 

interpretation. The FCM segmentation is based on different 

image processing techniques used to separate the normal 

brain and tumour cells. A simple but the form of powerful 

approach is to divide the image that has lighter objects in 

the background at the section of the cells by segmentation. 

This segmentation always segments the cancer cells even at 

the smaller area at the brain cell. 

 

 
Figure 5.4: Classification first layer image 

 

 
Figure 5.5: Performance of accuracy. 
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The experimental result proves that by using Deep learning 

classifier, the overall accuracy is high related to traditional 

classifiers. From our experiments on different images, it is 

observed that the proposed method works well on both the 

cases when the objects in the image were indistinct and 

distinct from the background. 

 

 
Image No 
 

Accuracy Precision 
With brain image With brain 

image 

Sample 1 91.6 92.7 

Sample 2 92.4 93.6 

Sample 3 92.7 94.8 

Sample 4 93.2 95.64 

Sample 5 94.32 94.84 

 

The table shows the deviation between different normal image and brain image. By using brain image in this proposed work, 

it achieves high accuracy and precision. 

 

 
Image No 

F-Score Computation Time (ns) 

With normal image With tumor image With normal image With tumor image 

Sample 1 89.5 91.6 0.74 0.81 

Sample 2 87.65 92.4 0.75 0.83 

Sample 3 89.5 92.7 0.78 0.85 

Sample 4 86.9 93.2 0.84 0.89 

Sample 5 89.34 94.32 0.75 0.861 

 

CONCLUSION 
In this study, we proposed a deep learning-based approach 

using MRI images obtained from brain tumour patients and 

normal to predict tumour patients automatically. The 

performance curve implies that the method outperforms the 

other existing method based on the closeness factors related 

to the True positive values. Performance results show that 

the proposed model yielded the highest accuracy of 99.3% 

among the other the closeness factors related to the True 

positive values. Moreover, the robustness of the proposed 

approach is verified by extensive simulations. In light of our 

findings, it is believed that it will help doctors to make 

decisions in clinical practice due to the high performance. 

To detect brain tumour at an early stage. It could be a 

promising supplementary diagnostic method for frontline 

clinical doctors. 
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