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ABSTRACT 

The Vector Space Model and other techniques to document clustering rely on single term 

analysis of the document data set. In these circumstances, it is particularly important to use 

more useful criteria to categorise documents more accurately, such as phrases and their 

weights. A taxonomy of documents may be constructed, automated document categorization, 

grouping search engine results, and other uses for document clustering that are particularly 

advantageous. Because of this, the Fuzzy Clustering method is better at producing the 

intended results. Our research presents the key idea behind efficient Fuzzy document 

clustering. The first element, the Document Index Graph, is a document index design that 

enables steady construction of the index for the document set while putting a focus on 
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efficiency as opposed to relying solely on single-term indexes. It provides efficient phrase 

matching, that can be used to determine how similar two documents are. This model is 

adaptable in that it can go back to a compact version of the vector space model if we don't 

index phrases. Two computational models are applied in both phases: the Gaussian Mixture 

Model and Expectation Maximization. These two elements work together to create a robust 

and reliable document similarity computation model, which produces far better Web 

document clustering results than previous methods. 

1. INTRODUCTION 

A data collection seems to be divided into clusters during clustering such that each cluster 

contains data that, in theory, share some characteristic, such as closeness to other clusters as 

determined by a predetermined distance metric. Data mining, machine learning, pattern 

recognition, image processing, and bioinformatics all use data clustering as a statistical data 

processing technique. The computational task of grouping a data collection into k clusters is 

referred to as "k-clustering." 

Data clustering (or simply clustering) has several names that have similar meanings, 

including clustering methods, automated categorization, numerical taxonomy, and 

typological evaluation. 

Each data point can be a member of many clusters when using fuzzy clustering, also known 

as soft clustering or soft k-means. Assigning data points to clusters in a way that makes items 

in the same cluster as similar as feasible and items in separate clusters as dissimilar as 

possible is known as clustering or cluster analysis. Through the use of similarity metrics, 

clusters are found. Distance, connectedness, and intensity are some of these similarity 

metrics. Depending on the data or the application, several similarity metrics may be selected. 

In order to make clusters out of a particular document set that are more similar to one another 

than clusters in other sets are clusters in other clusters, document clustering divides the 

documents into groups in an unsupervised manner. It is a tool for several information 

retrieval tasks, such as the effective browsing, organising, and summarising of enormous 

volumes of text. The goal of cluster analysis is to classify patterns into clusters depending on 

how similar they are. Clustering has been used to tackle issues in a variety of fields, including 

mathematics, computer science, statistics, biology, and economics. 

2. RELATED WORKS 

The vector space model and other document clustering techniques rely solely term 

examination of the document data set. In these situations, more information qualities, such 

phrases and their weights, are especially crucial to get more precise document classification. 

A taxonomy of documents may be constructed, automatic document classification, grouping 

search engine results, and other uses for document clustering are all extremely advantageous. 

In this article, we'll talk about two crucial components of document clustering (Hammouda et 
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al. 2004). A cluster overlap rate may be calculated using Wang and Sun's (2004) novel theory 

for cluster overlap, which turns out to be a very accurate measure of cluster similarity. 

 Based on this metric, they create a new Fuzzy image segmentation method that addresses the 

problem of determining the optimal number of clusters in part. The experimental results show 

the utility of the novel algorithm. A novel cluster overlap theory developed by Wang and Sun 

(2004) enables the computation of a cluster overlap rate, which turns out to be a reliable 

indicator of cluster similarity. They developed a new Fuzzy image segmentation method 

based on this measure that partially solves the issue of choosing the right number of clusters. 

Experimental findings support the proposed algorithm's usefulness. 

 

3. METHODOLOGY 

CHALLENGES IN DOCUMENT CLUSTERING 

 High dimensionality: Each unique word in the document collection is a dimension. 

There might be 1520,000 dimensions as a consequence. Due of this high 

dimensionality, many existing clustering algorithms lack scalability and efficiency. 

This has been explained in the sentences that follow. substantial data: Processing tens 

of thousands to hundreds of thousands of documents is required for text mining. 

 Why High accuracy on a consistent basis: Current strategies could work well for some 

document sets but not others.A useful cluster description is essential for the end user. 

Navigating should be simpler thanks to the resulting hierarchy. 

 

EXISTING SYSTEM 

The next frequent item set that best describes the next cluster is chosen by HFTC greedy in 

order to minimise overlap between documents that include both the item set and some other 

item sets. In other words, the order in which the item sets are selected, which is controlled by 

the greedy heuristic, determines the clustering outcome. This method doesn't choose clusters 

in a particular order. Instead, we group documents into the most pertinent cluster. 
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PROPOSED SYSTEM 

This section describes about proposed work in detail. 

 

Flow of the proposed work 

 

 

 

 

 

 

 

 

 

 

Figure 1: Design Layout 

. 

(1) The specifications for the weights are being set up. 

(2) Using the EM approach to estimate their means and covariance. 

(3) Dividing the data into classes based on the weights assigned to each class and the 

probability density values for each class. 

(4) Continue doing step 1 until either the cluster number achieves the required value or the 

highest OLR drops below the predetermined threshold value. Print the output before moving 

on to step 3. This method's distinguishing characteristic is that it measures cluster similarity 

using the overlap rate. 

The process of turning a theoretical concept into a functional system is known as project 

implementation. It may be viewed as the most important step in assuring the success of a new 

system and providing the user confidence that the system will operate and be successful as a 

consequence. The implementation process requires careful planning, study into the current 

system and its limitations on implementation, the development of changeover techniques, and 

evaluation of those methods. 

Pre-processing stages for documents 

• Tokenization: The process of treating a document as a string (or collection of words) and 

then dividing it into a list of tokens. 

• Eliminating stop words: Stop words are inconsequential, often recurring words. The stop 

words are removed in this phase. 

INPUT THE REQUIREDDOCUMENTS 

HTML PARSER 

CUMMULATIVE DOCUMENT 

DOCUMENT SIMILARITY 

CLUSTERING 
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• Stemming word: In this phase, tokens are combined into their fundamental forms 

(connection -> connect). 

Depiction of documents 

 Tokenization: The process of first processing a document as a string (or as a group of 

words) and then breaking it into tokens. 

 Removing stop words: Repetitive, meaningless words are known as stop words. In this 

stage, the stop words are eliminated. 

The method of stemming words involves conflating tokens to their root form (connection -> 

connect). 

Making use of term weights 

 Inverse Document Frequency; Term Frequency. 

 Determine the weighting for the TF-IDF. 

Comparing the resemblance of two papers 

To quantify how similar two publications are, the cosine similarity measurement is employed. 

Calculating the cosine of the angle between two document vectors yields their cosine 

similarity. 

HTML Parser 

 The first step when a document enters the process state is parsing, which is the 

separation or identification of meta tags in an HTML page. 

 Here, the whole tree structure's nodes are parsed from the raw HTML file that was 

read. 

Cumulative Document 

 The cumulative document is made up of all of the documents' meta-tags and contains 

them all. 

 In the input base document, we look for references (to other pages), then we read 

other documents to look for references, and so on. 

 As a consequence, all of the documents' meta-tags are found beginning with the base 

document. 

6.1.4 Document Similarity 

 To assess the degree of similarity between two publications, the cosine-similarity 

measure approach is applied. 

 The TF-IDF measure of the words (meta-tags) in the two publications is used to 

calculate the cosine-similarity weights. 

 The phrase weights are calculated to achieve this.TF = C / T 

 IDF = DO / DF. 

DO quotient of the total number of documents 
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DF  number of times each word is found in the entire corpus  

C  quotient of no of times a word appears in each document 

T  total number of words in the document  

                                TFIDF = TF * IDF  

 Clustering 

 Clustering is the division of data into sets of related elements. 

 Although the procedure is made simpler, representing the data with fewer clusters 

leads in the loss of certain fine features. 

 The documents are grouped together in a cluster if their cosine similarity measure 

falls below a predetermined threshold. 

WORKING  

Divisive Fuzzy clustering's fundamental method is as follows: If there are N items in the 

collection, and there is a N*N distance (or similarity) matrix: 

STEP 1: Assign each item to a cluster such that, in the case of N items, there are N clusters, 

each containing a single item. Allow the distances (similarities) between the items in the 

clusters to match those between the clusters. 

STEP 2: Finding the closest (most similar) set of clusters using oh tf - itf and merging them 

into one cluster results in one less cluster. 

STEP 3: Calculate the separations (similarities) between the new and old clusters in step 

three. 

Repeat steps 2 and 3 up to the point where every object has been gathered into a single N-

sized cluster. Single-linkage clustering differs from complete-linkage clustering and average-

linkage clustering in that Step 3 can be finished in a variety of ways. In single-linkage 

clustering, take into account that the distance between any two members of one cluster is 

equal to the smallest distance between any two members of the other cluster (also known as 

the connectedness or minimal technique). 

If the data consists of similarities, take into account that the similarity between two clusters is 

equal to the highest similarity between any two members of either cluster. In complete-

linkage clustering, take into account that the distance between any two members of one 

cluster is equal to the largest distance between any two members of the other cluster (also 

known as the diameter or maximum technique). 

When utilising average-linkage clustering, the distance between two clusters is taken to be 

equal to the average distance. This divisive Fuzzy clustering method is referred to as 

agglomerative since it combines groups repeatedly. 
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Instead of starting with a single cluster and breaking it down into smaller fragments, divvying 

up Fuzzy clustering works in the other manner. Divisive techniques are rare and have only 

been applied a few times. Naturally, it is useless to have all N items grouped together into a 

single cluster, but after the entire Fuzzy tree has been collected and k clusters are needed, the 

k-1 longest linkages are eliminated. 

4. RESULT AND DISCUSSION 

CLUSTER FORMATION 

The development of clusters is the ultimate step. This is depicted in the diagram below. As a 

result, Agglomerative Fuzzy clustering was used to cluster the documents, and the causes 

were reported. 

 

 

(a) 
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(b) 

Figure 2: Cluster formation 

 

DOCUMENT SIMILARITY AND OLP 

 

Figure 3: Document Similarity 

This comprises analysing document similarity and calculating the Overlapping Rate as a 

result (OLP Rate). 
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CONCLUSION 

This study suggests a novel divisive Fuzzy clustering technique that uses the overlap rate for 

cluster merging. According to experiments with general data sets and a document set, the 

unique technique may reduce the time cost, reduce the space complexity, and boost the 

accuracy of clustering. Results from the recently suggested technique, in particular, show 

significant improvements in document clustering. This work might be expanded upon and 

improved upon in the future in a number of different ways. Using several similarity 

calculation techniques to improve the precision of document similarity computations is one 

direction this study may go. Even if the new approach outperforms more established ones, 

there is undoubtedly room for improvement. 
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